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1. INTRODUCTION

Topology discovery is still nowadays an important chal-
lenge for research community. Internet growth has been very
fast, and without too much control in how interconnection is
provided. Networks were added to other neighbor networks
but without sharing information about each other topology.
Topology architecture is property of each enterprise and to
know the network of the others can mean a quantitative dis-
advantage (security issues), so they try to keep the secret
about their topology deployments.

From a researcher point of view, to know the real topol-
ogy could mean a huge help at the time of improving the
efficiency in actual routing algorithms or creating new ones.
With real topology, research community can study the net-
work behaviors closer to real models making more realistic
studies.

Scientific community studies network models based on some
topologies derived from how the network are organized. There
are some approximations based on power laws and biases ab-
sence [1] and they are well known as good approximations,
but an Internet map is not available to verify them.

There are also some topology approximations based on
making different kind of tests. Some of them are based on
traceroutes but these kind of probes do not show the real IP
level topology because each IP are presented as a different
single node in the resultant graph. There have been some
great ideas to try joining different IP addresses belonging to
the same router. Alias resolution schemes as Mercator [2]
and Ally [3] are able to join some of the IP addresses to the
same router. The first problem with them is that the tests
are very far to give the total identification of routers and
the second problem is that Internet is really big and some
strategies to make all tests much faster must be developed.
So this is a open research topic with many aspects to be
discovered and improved.

The final objective of our research is to develop new tech-
niques and ideas to create topology maps at IP level, repre-
senting Internet as a graph where nodes were routes. This
means closer to reality.

2. STATE OF THE ART

The first step in topology discovery was made by Van Ja-
cobson and his traceroute tool [4]. With the idea of using
an incremental T'TL, it was able to see all the IP addresses
between one host and another. It is nowadays a very pow-
erful tool to detect routing problems and the base for lots of
researches in topology discovering.

If we focus on alias resolution problem, we can view two

big advances in this field. First one is the Mercator identifi-
cation method, and the second one is the Ally method.

The first one is based on the behavior of some routers when
they have to send ICMP error packets. In many cases, the
router will send all the ICMP error packets from the same
interface and with the same source IP address to the source
host for the packet which generated the error.

The second method is based in the behavior of IP identi-
fier (IPID) field into IP layer [5]. To make this field different
between packets, some routers use this field as an incremen-
tal counter. Ally use this behavior, sending UDP packets to
a pair of IP addresses.

In order to prevent us to make all the possible tests to
all possible pairs in the network there are some improving
methods to reduce the number of tests. For example, we can
focus on the TTL of the received packets and test only the
IP addresses with a short TTL distance [6]. By this method
we can reduce a lot the number of pairs to be tested. It can
be also seen into literature another method based on IPIDs
distances [7] to make the tests only to a more reduced set of
IP addresses.

3. OURWORK

We have been working in the implementation, evaluation
and improvement of existing alias resolution methods. The
first two methods which we implemented were Mercator and
Ally. Then we proposed some improvements for those meth-
ods. First we made probing which more types of probing
packets. For example, probing packets like ICMP ECHO
REQUEST packets to receive from the router ICMP ECHO
REPLY, like TCP ACK packets waiting for the TCP RE-
SET packet from the router and we sent also ICMP TIMES-
TAMP REQUEST packets waiting for ICMP TIMESTAMP
REPLY packets. The idea was to increase the number of
responsive routers because due to packet filtering lots of the
test that used UDP packets were lost.

A variation in the number of packets and the way to make
the tests has been done. In our IPID based tests we have
introduced a static time offset between probes. This static
offset will make able to increase the number of packets to be
sent to the candidate IP addresses to obtain more accurate
tests.

Some studies of fault probability in Ally method has been
done. First a theorical probability study with a simple model
showed that the probability of error exists and it makes pos-
sible that some of the interfaces that not belong to the same
router could be clustered in the same one. This study has
been done over the classic Ally implementation based on
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Figure 1: Error alias simulation

three packets.

Figure 1 shows the simulation results to check the behavior
for increasing the number of packets in Ally’s error probabil-
ity. With 3 packets as used by Ally the probability of getting
an error in alias identification is around 9 107°. This error
can be reduced in two orders of magnitude with around 15
packets.

To make tests, we have used firstly a testbed, where all
IP addresses, routers and links were well-known. In this
environment, we were able to see if there was any kind of
error in developing certain test. When all tests worked fine
in our testbed without any kind of error in alias detection
process, we used them into the real world using ETOMIC
platform|[8].

ETOMIC is a platform developed by a integrated project
called Evergrow funded by European Union. It is a cen-
tral networking experiment scheduler and has 18 nodes dis-
tributed around all Europe. The probes are synchronized
by a GPS clock and they have two network interfaces. The
first of them is an ethernet card and the second one is a
Endace DAG card. The second card marks each packet sent
with a high-precision timestamp and, with the GPS synchro-
nization between probes, offers the possibility to make high
precision one-way delay tests.

We have used this platform only as a way to feed our
identification alias system with IP addresses. We have made
Paris-traceroutes between each combination of nodes try-
ing to make the connection network between them. Paris-
traceroute [9] help us to know the real links between routers.

We are continuing the studies by using the Planetlab plat-
form [10]. These nodes will be used to make Paris-traceroutes
to obtain more IP addresses and also the probes will be used
to make aliasing test using nodes as computation nodes.

Test True | False Total (%)
(%) (%) | accumulated

Mercator 0.017 0 0.017
Ally 0 15.037 15.041
IPID UDP 0.034 | 20.102 20.997
IPID TCP 0.024 | 21.468 31.609
IPID ICMP ECHO 0.033 | 32.700 48.585
IPID ICMP TSTAMP | 0.0174 | 13.867 48.778

Table 1: Results for alias identification

In table 1, the alias identification results using the differ-
ents methods are presented. The last column is the result
for applying the identification methods of certain row and

all the methods in the rows before. Classical methods, Mer-
cator and Ally, are able only to identify around 15% of pairs
of IP addresses. Most of them are negative alias, and only a
little percentage (0.017%) are positive alias. With our pro-
posal, we improve the results up to almost 50% of pairs of
IP addresses.

If we want to plot the entire Internet we have to face a
big problem. The complexity of the number of tests in some
of our aliasing methods. The better methods in a complete-
ness view, are also the most complex in a implementation
and network load view. They require more packets per test
and these tests are made with pairs of IP addresses. We
have a O(n?) complexity problem, with n the number of IP
addresses. So if we increase the number of IP addresses to
be tested we will increase much more the number of test to
do. This kind of deficiencies must be faced doing the tests
only to the pairs of IP addresses with most probability to be
alias. This is our current and interesting work.

4. CONCLUSIONS

Alias resolution schemes allow to identify IP addresses be-
longing to the same routers. Improvements in the methods
in the state of the art are being provided. First, improving
the percentage of identification, using different kind of prob-
ing packets. Second, reducing the probing traffic needed to
check for aliasing. Very good results are being obtained at
this point.
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