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Foreword

COST — the acronym for European CQoperation in Science and Technology —is
the oldest and widest European intergovernmental network for cooperation in re-
search. Established by the Ministerial Conference in November 1971, COST is
presently used by the scientific communities of 35 European countries to cooper-
ate in common research projects supported by national funds.

The funds provided by COST — less than 1% of the total value of the projects —
support the COST cooperation networks (COST Actions) through which, with
€ 30 million per year, more than 30,000 European scientists are involved in re-
search having a total value which exceeds € 2 billion per year. This is the financial
worth of the European added value which COST achieves.

A “bottom up approach” (the initiative of launching a COST Action comes
from the European scientists themselves), “a la carte participation” (only countries
interested in the Action participate), “equality of access” (participation is open
also to the scientific communities of countries not belonging to the European Un-
ion) and “flexible structure” (easy implementation and light management of the
research initiatives) are the main characteristics of COST.

As a precursor of advanced multidisciplinary research, COST has a very impor-
tant role in the realization of the European Research Area (ERA) anticipating and
complementing the activities of the Framework Programmes, constituting a
“bridge” towards the scientific communities of emerging countries, increasing the
mobility of researchers across Europe and fostering the establishment of “Net-
works of Excellence” in many key scientific domains such as: biomedicine and
molecular biosciences; food and agriculture; forests, their products and services;
materials, physical and nanosciences; chemistry and molecular sciences and tech-
nologies; earth system science and environmental management; information and
communication technologies; transport and urban development; individuals, socie-
ties, cultures and health. It covers basic and more applied research and also ad-
dresses issues of pre-normative nature or of societal importance.

More information is available at: http://www.cost.esf.org/.

ESF provides the COST Office through an EC contract. COST is
supported by the EU RTD Framework programme.
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7  Performance Issues in Optical Burst/Packet
Switching

D. Careglio (chapter editor), J. Aracil , S. Azodolmolky , J. Garcia-Haro,
S. Gunreben, G. Hu, M. Izal, A. Kimsas, M, Klinkowski, M. Kéhn,

E. Maga#ia, D. Moraté, P. Pavén-Marifio, J. Perells, J. Scharf; S. Spadaro,
I Tomkos, A. Tzanakaki, and J. Veiga-Gontdn

Abstract. This chapter summarises the activities on optical packet switch-
ing (OPS) and optical burst switching (OBS) carried out by the COST 291
partners in the last 4 years. It consists of an introduction, five sections with
contributions on five different specific topics, and a final section dedicated
to the conclusions. Each section contains an introductive state-of-the-art de-
scription of the specific topic and at least one contribution on that topic.
The conclusions give some points on the current situation of the OPS/OBS
paradigms.

7.1 Introduction

Optical Burst Switching (OBS) [84] and Optical Packet Switching (OPS) [16]
have arisen as an alternative to low-flexible wavelength switching network and are
still gaining considerations in the research community.

The principal design objective for an OBS/OPS network is that aggregated user data
is carried transparently as an optical signal, without O/E/O conversion. This optical
signal goes through the switches that have either none or very limited buffering ca-
pabilities. Besides, the control information Is.carried separately from the user data
either in time (OPS) or in space (OBS). In such a network the wavelengths are tem-
porally utilised and shared between different connections. It increases network flexi-
bility and its adaptability to the bursty characteristics of IP traffic.

An OBS/OPS network consists of a set of electronic edge nodes and optical
core nodes connected by WDM links (see Fig. 7.1). At the edge nodes, client
packets of the same forwarding equivalence class are assembled into containers
(called bursts in OBS and packets in OPS). This process is usually called burstifi-
cation or packetisation. After transmission through the network towards their des-
tination the containers are disassembled at the egress and the original client pack-
ets are forwarded to the client network. Each container is composed of a data
payload (usually also referred simply as burst or packet) and a header packet (HP).
The HP is generated when the burstification process is finished and carries all the
information necessary to discriminate the burst or packet inside the network, like
for instance, the traffic class or its length. Inside the network the control. informa-

L Tomkos et al. (Eds.): COST 291 — Towards Digital Optical Networks, LNCS 5412, pp. 189-235, 2009.
© COST 2009
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Fig. 7.1. a) OPS node and network architecture, b) OBS node and getwork architecture. 0
is the switching time, A is the processing time, and OT is the offset time (only for OBS).

tion is processed electronically, whilst the data payload is transmitted all-optically,

ithout optical to electrical conversion. . . ‘
WII’c has tIc)) be mentioned that in the case of OBS network, two different 51_gnal]111,zg1
protocols have been proposed adapting the ATM block transfer (ABT) standar
designed for burst-switching ATM networks [47]:

o Tell-and-Wait (TAW) signalling based on delayed transn-ajssiog [29]. The TAW
protocol, which is recognised sometimes as a two-way signalling Protocol, per%
forms an end-to-end resources reservation with acknowledgment in advance o

ansmission. .

. tz%ffnﬁ-go (TAG) signalling based on im.medjate .Ha.nsmissmn [84]. The TAG
protocol operates with a one-way signalling and it a%locates transmission re-
sources on-the-fly, a while before the burst payload arrives to a node.

The majority of research attentions are put on the one-way signalling model dsmcz
two-way signalling protocols may present some concerns on the‘ latency prcl)]l ucfe

during the connection establishment process. For_thls reason thJS. ch?pter othy 0-
cus on an OBS network adopting the TAG signalling scheme, which is also the so-

i in OPS networks.

lutlzgcﬁcc)l?;zdt?tgis scheme, each core node must process on the fly the cogtrol
information. In OPS network (Fig. 7.1(a)), the HP is usually time separa_tedh cl)m
the optical packet by a guard-time in the order of tens of nanosecon@s which he tﬁs
the extraction of the HP from the optical packet. In OBS n_etworl_c (Fig. 7.1(b)), the
HP is delivered to the core node with some oﬁfs?t _z‘ime prior to its burst dz‘ita pay-
load. While in the OBS network, the offset time is mﬁoducefi in order t.o lglli\];e time
for both processing the control information and reconfiguring the switching ma-

—
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trix, in OPS this delay time is supplied by the fibre delay unit introduced at the in-
put interface which delays the arrive of the optical packets. .

Once received at the core nodes, the HP is processed in an electronic controller.
The controller performs several functions, among others the burst Jorwarding and
resources reservation. The forwarding function, which is related to the network
routing, is responsible for determination of an output link (port) the data container is
destined to. The resources reservation finction makes a booking of a wavelength in
the output link for the incoming data container. In case the wavelength is occupied
by another burst a contention resolution mechanism, if exists, is applied. In case no
resources are available for the incoming data, it is lost. After the data transmission is
finished in a node the resources can be released for other connections.

Briefly, the main differences between OPS and OBS are:

® OPS uses short data containers (optical packets in the order of one to tens of
microseconds), the HP (the control information) is attached at the head of the
data packets and therefore both (control and data) use the same channel (i.e.,
in-band control), and finally the switching and contro] elements must be able to
operate very fast (less than one microseconds). .

* OBS uses large data containers (optical bursts in the order of tens to thousands
of microseconds), the HP is transmitted out-of-band in a separate channel than
the data bursts (but a close time relationship is required between control and
data), and less time demanding are required for switching and control elements
(tens to hundreds of microseconds).

It has to be noticed that the time demanding of the switching and control opera-
tions is a consequence of the length of the data containers; shorter data containers
require faster operations in order to service the faster arrival rate and to optimize
the utilisation of the channel capacity.

In summary the OBS/OPS paradigms support highly dynamic traffic in future
networks. By switching on a burst/packet level in the optical data plane it provides
on the one hand a much greater flexibility than a network based on circuit switching.
With processing of information in the electrical domain, they avoid on the other
hand severe technological challenges as for example optical signal processing.

The rest of the chapter summarises the research activities on OPS and OBS car-
ried out by the COST 291 partners in the last 4 years. In the following, we include
five sections with contributions on five different specific topics, namely OBS/OPS
performance (Section 7.2), burstification mechanisms (Section 7.3), QoS provi-
sioning (Section 7.4), routing algorithms (Section 7.5) and TCP over OBS net-
works (Section 7.6). Each section contains an introductive state-of-the-art descrip-
tion of the specific topic and at least one contribution on that topic.

Section 7.7 concludes the chapter with some discussions on the current situa-
tion of the OPS/OBS paradigms.

Some other aspects such as interoperability with control plane, physical layer
constraints, burst switch architectures, test-beds implementation and verification,

are not discussed in this chapter. A survey on OBS networks covering some of
these issues is presented in [3].
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7.2 OBS/OPS Performance

7.2.1 Introduction and State-of-the-Art

Two operations mainly determine the lpel.'formance of the OBS/OPS networks: re-
ation and contention resolution.

SOU;;: l;ee:ssf)r;rces reservation process concermns the .reservation_ of resources neces-

sary for switching and transmission of data contamers. from input to output port.

The resource reservation starts from the setup a_.nd ﬁmshfas‘ after tk.le resourc‘eff re-

lease. Both resources setup and release can be either explicit or estimated. Di er.-

ent resources reservation algorithms have been proposed adopting the above rules:

o Just-In-Time (JIT) [100] — performs an immediate resource reservati.on. It
checks for the wavelength availability just at the moment of processing of
header packet. '

. Horizo;r; [96] — performs estimated setup and resources release. It is based on
the knowledge of the latest time at which the wavelengths are currently sched-
uled to be in use. '

e Just-Enough-Time (JET) [105] — performs estimated setup a1'1d_resou:ces Te-
lease. It reserves resources just only for the time of data transmission.

JET is one of the most efficient mechanisms, with imprqved 'data loss prc?babi]jty

when comparing to other algorithms. A disadvantage is its high complexity com-
ed to the O(1) runtime of Horizon and JIT [14]. N ' _

g‘ife search of the resources can be based on several pol.lc-les being the simplest

ones based on random or round-robin. More advanced policies [101] are:

o Latest Available Unscheduled Channel (LAUC), which is a Horizon-type algo-
rithm, keeps a track of the latest unschedu}ed resources and searches for a

with the earliest available allocation;

o g;zzll?ill%:g (VF), which is a JET-based algoritpm, ?{eeps a track of the lattel;s,t
unused resources and allows putting a data container into a time gaps before the
arrival of a future scheduled one. VF algorithms achieve bs:tter perforn.nance
than Horizon-based ones, however, at the cost of high processing complexity.

The resources available for the reservation depend on the capabilities of the nodes.
Indeed, in case two or more containers pretend to use the same resource, a con’fen-.
tion resolution must be applied. Two factors complicate the contenpon res((l)lutlon.
unpredictable and low-regular traffic statistics, and.the lack of optical ran ﬁ)m ac-
cess memories. The contention can be resolved with the assistance of following

mechanisms:

e Wavelength conversion (WC) [20] — converts the frequency of a contending
data container all-optically to other, available wavelength;_ . ‘
e Deflection routing (DR) [11] — forwards a data container spatially, in the

switching matrix, to another output port;
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 Fibre delay line (FDL) buffering [16] — operates in time domain and resolves

the contention by delaying the departure of one of data containers by a specific
period of time.

In case none of mechanisms can resolve the contention, the data container is
dropped.

The wavelength conversion is natural way to resolve contention. A drawback of
this mechanism, however, is high cost of WC devices, especially, in case of a full-
wavelength conversion, which is performed in wide frequency range. Some solu-
tions make use of limited or shared wavelength conversion capabilities (e.g., [26]).

Application of deflection routing is almost cost-less since no additional devices
are necessary for this mechanism. On the other hand, it was shown that deflection
routing can improves network performance under low and moderate traffic loads
whilst it may intensify data losses under high loads [110]. Another drawback that
has to be managed properly is the out-of-order arrival.

Even if one of the principal design objectives was to build a buffer-less net-
work, the application of FDL buffering is considered as well. Both feed-forward
and feed-back FDL buffer architectures can be used [45]. In [32] it was shown that
combined application of FDL buffering with WC can significantly reduce data
loss probability. Some of these results are illustrated in Section 7.6,

Several analytical studies have been proposed to model the behaviour of the re-
source reservation and contention resolution in OBS/OPS nodes (e.g., [2,9]). Sec-
tion 7.2.2 studies the accuracy on the use of balking models to analytically esti-
mate the blocking probabilities in OBS nodes that use Fibre Delay Lines (FDLs).

Section 7.2.3 compares the two different switch architectures for OPS nodes,
namely Input-Buffered Wavelength Routed (IBWR) switch and Output Buffered
(OB) switch. ‘

To enhance the performance of the OBS networks, some hybrid approaches
have been proposed employing more than one switching paradigm like Optical
Burst Transport Network (OBTN) [34], Overspill Routing in Optical Networks
(ORION) [97] or Optical Migration Capable Networks with Service Guarantees
(OpMiGua) [6]. Section 7.2.4 presents a comparison between a generic OBS node
and the OpMiGua node by means of a qualitative and quantitative analysis. In or-
der to achieve a maximum of comparability both models are chosen as similar as
possible and especially are fed with identical traffic.

7.2.2 On the Use of Balking for Estimation of the Blocking Probability for
OBS Routers with FDL Lines

Burst blocking probability is the primary performance measure for OBS networks.
Typical approach to reduce blocking probability is increasing the time during
which an incoming request can be satisfied. This is usually made by storing the
packet to be served in memory waiting for delivery at a later time. But since opti-
cal buffering is not available at the moment, nor it is a foreseeable technology that
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will appear in the close future, optical switch designers resort to alternate solutions
such as the Fibre Delay Lines (FDLs). Due to the limited delay availability, a
buffered burst may be dropped if the output port/wavelength occupation persists
when the burst is to exit the FDL.

Typical approaches to this system assume N input and output ports ¢ wave-
lengths per port and full wavelength conversion capability. Let us assume that the
¢ wavelengths of an output port are occupied (namely the output port is blocked).
An arrival to the system that finds the output port blocked will not enter an FDL if
the delay provided by the FDLs is not large enough to hold the burst during the
system blocking time; namely if the output port residual life is larger than the delay
provided by the fibres. A queuing system in which arrivals decide on whether to
enter the system based on the system state (number of users, current delay, etc) is
called a balking system or a system with discouraged arrivals [37]. For instance,
an M/M/c/K system falls within this category, since arrivals will not enter the sys-
tem if X customers are already inside it.

‘We describe the system as a continuous-time discrete Markov chain that repre-
sents the number of bursts in the output port (¢ servers and FDLs). The balking
model incorporates the probability that a burst is dropped, i.e. the probability that
a burst does not enter the system because the FDL is too short to hold the burst for
the system residual life, into transition rates of states with index i >= ¢, as shown
on Fig. 7.2.

X A A A A A(l— Bo) A1=L0k- .
e © g e N,(‘ ? (’:«kg’l)m—m)
[ 24

»_
i (+L)e cp cp cH CH

Fig. 7.2. {X%, t > 0}, number of bursts in the output port

The probabilities f in a system with FDLs of length L are £, = P(T,> L). They
depend on 7, the residual life of state » which is the sum of the residual life of the

blocked state and the departure time of every previous burst in the FDL. T, can be-

calculated as a close expression for a Poisson-distributed arrival and burst length
system. From this expression the steady state probabilities 7, for every state can
be expressed as seen in (2). This is the model that has been proposed in [9,67].

On [72] we describe simulations performed to check the model on scenarios of
10 Gbps wavelengths in number ¢ from 8 to 128. The burst average size was set to
15 kBytes, which is the average file size in the Internet as reported by [27], yield-
ing a transmission time E/X] = 12.288 ps. Switching times will be assumed to be
negligible, since SOA-based switches achieve switching times in the vicinity of
nanoseconds [15,68,71]. Finally, each simulation run consists of 10® burst arrivals.

e

|
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We compared simulation results to theoretical result

found discrepancies in blocking probability P(blocking) veisuﬁs(')fhje t;?ax;.:gii'FvDVf
delay normalized by the time to transfer average burst D,,../E[X] (see Fig. 7.3(a))
:Sor low tclzla?[f_I values it can be approximated accurately by the Erlang—B.fo.rmulz;
ﬁozqs);; 1::1 a:[io s::zftrs,. as D, increases, theoretical blocking probability differs

‘ The hyppthesis of the balking model is checked to explain the discrepancy. The
@screpanmes can be traced to the calculation of F It turns out that the probe-ibili
ties /5 don't accurately model simulated values and this translates to theoreticai
state probabi]itie_s 7, which don't fit simulated values either. See Fig. 7 3(b) for
example comparisons of theoretical f and 7, against simulation observeci values
for a number of wavelengths equal to 64. Both values (£, and 7,) take part i ’
product form on the calculation of the loss probability. Fig. 7.3(b) also shogvs ﬂnll;
produc? ,BA 7. The discrepancy in the discouraged arrival probability and state
probabilities happen precisely for high occupancy states with small probabilities
of occurrence. However, those are the states where losses take place. Therefore
the deviation from the analytical to the real values in that region of the state-spac ’
produces the misbehaviour of the loss probability shown in Fig. 7.3(a). paee

" 064, D ~E[X]

LA R:m

0.01}

- 0001 b

- 0.0001

" P(ioss)
‘Probabilily

o[Simesg:. A
“[Simje=16 "=
. Me05 [ ISimles32 . o
[Simjc=64 " @ .
[Sim]c=128 &

0 02 04 06 08 1
} ] Do /EDXG

1e-06

12 14 16

a) : b)
Fig. 7.3. Comparison of simulated and theoretical values, a) Burst dropping probability ver-

sus normalized FDL length, b) Comparison between the stat iliti
. ? b i
couraged arrival probabilities (4;) " propabiltes (=) and the dis-

Results in [72] ‘shc?w that the discrepancy between analytical and empirical results
become more significant as the loss probability is decreased. Hence, the mode] be-
comes less accurate for realistic systems of WDM technology wiﬂ’n a higher out
put degree (number of wavelengths) and lower losses. ’ ° ]
Thus we have shown that balking model accuracy depends on the ratio between
fibre delay apd service time. If the ratio is large then the balking model is not ac-
curate to denve. the blocking probability. On the other hand stronger discrepancies
between analytical and simulation results are observed as the number of wave-

lengths per port increases. But precisel i
. y, the foreseeable technol ion i
towards hundreds of wavelengths. ’ ological evolution is
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7.2.3 A Performance Comparison of Synchronous Slotted OPS Switches

This contribution surveys the work in scheduling design and perfoma;;je evalua;—
tion of OPS switching architectures, for synchronou.s slotte_d traffic. sh?ian;
switching nodes where traffic is composed of ﬁxefl size optical packet’fs, \gx ((:1 Sie
aligned at switch inputs by means of synchronization stages. Resultsd or iy e c
and aligned traffic are a performance upper bound, when compared to the asyn
variable length traffic.

Chrle\?vc;u:yii:/g; switching fagl;tllilics are studied: I.nput-Bu.ffered Waveleﬂlgth-Routei
switches [116] (Fig. 7.4) and the OPS switching fabrics able to emulate ;ut%[);ld
buffering (i.e. the KEOPS switch [38], the Output-Buffered Wavelength-Rou

i e space switch [15]). .
Swg;%\f[llllgv]vg;;hisg more cost[-effective and scalable architecture, whenf _cc;m:
pared to output buffered fabrics, at a cost of a lower pc‘erformaflce because of inter
nal contention. The schedulers included in the comparison are:

o IBWR switch: The IBWR switch is evaluated with two parallel schec{dulc?rs: O(?
I-PDBM [86] scheduler which does not preserve packet sequence, an (;;)rth -
PDBM scheduler, which preserves packet sequence at a cost of adding a11 : Der
performance penalty [36]. Both of them are improvements to .the PgaraPle) . 1\2:
synchronized Block Matching scheduler (P]?BM), Presenteq in [79]. o
like schedulers allow a practical implementation which permits a response
i m switch size.

) lggfgue:gzgejje?l switches: For the output-buffered switches and synchronou:
traffic, the scheduler in [80] is used. This schedule.r preserves packe'i1 s:quenc_
with no performance penalty, yielding to the optimum throughpu’tﬁ1 :‘ ay lf:}:rr
formance. Output-buffered switches are a performance upper bound for othe
OPS switching fabrics.

In [36, 79] the performance of IBWR and output buffered fe}brics are evaluated
under :“,orrelated and uncorrelated traffic, for differeqt switch sizes. The resul.ts ob-
tained show that the performance of the IBWR switch when packet order is not
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preserved (I-PDBM scheduler) is very close to the optimum performance given by
output-buffered fabrics. A minor loss of performance appears when OI-PDBM
scheduler is applied, which preserves packet order. Nevertheless, this performance
loss is negligible even at medium and high loads, when the number of wave-

lengths per fibre is close to 32 or higher (that is, in Dense WDM networks). As an

example, in most of the occasions, the same number of Fibre Delay Lines where

required in IBWR switches and in output-buffered OPS architectures to achieve
the target loss probability of 107,
We conclude that the results endorse the application of the IBWR architecture

in OPS networks, as a feasible competitor against less scalable output-buffered
OPS architectures.

7.2.4 A Performance Comparison of OBS and OpMiGua Paradigms

While in the previous section aspects of OBS have been discussed, in this section

OBS is compared with a hybrid optical network architecture named Optical Mi-
gration Capable Networks with Service Guarantees (OpMiGua) in order to deter-
mine which architecture is better suited for a

given scenario. After introducing
OpMiGua, we discuss qualitative differences and present results of a quantitative
performance evaluation.

7.2.4.1 Optical Migration Capable Networks with Service Guarantees

OpMiGua inherently separates two different traffic classes [6]. High requirements
concerning packet loss and jitter are granted by the so called Guaranteed Service
class Traffic (GST). Traffic of this class is aggregated into bursts and transported
in a connection oriented manner along preestablished end-to-end light paths and is
given absolute priority. This ensures that there are no losses due to contention and
delay jitter is minimized. ’
The other class with looser requirements is.Statistically Multiplexed (SM) traf-
fic. This is handled without reservations via packet switching. Losses due to con-
tention and delay jitter due to buffering or deflection routing are allowed. Despite
this inherent separation both traffic classes use sequentially the capacity of the
same wavelength,
The architecture of a basic OpMiGua node is shown in Fig. 7.5. After entering
the node on a wavelength SM and GST packets are separated in the optical do-
main according to a specific label, €.g., polarization. While GST packets are for-
warded to a circuit switch, SM packets are directed to a packet switch. After trav-
ersing the respective switches GST and SM packets directed to the same output
wavelength have to be multiplexed. Thus, by inserting SM packets in-between the
gaps created by subsequent GST packets, the resource utilization is increased.
In order to maintain the absolute prioritization of GST packets, the switching
decision for SM packets in the depicted scenario is aware of interfering GST
packets on the output wavelengths within a sufficiently large time window [71.
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Fig. 7.5. OpMiGua node architecture

In the following we assume the packet switch as \_vell as the circui‘f switch to be
all-optical with full wavelength conversion but without any buffering. Also, we
assume that the GST class is used for high priority (HP) and. th'e SM class for low
priority (LP) traffic. For OBS, we assume QoS di'fferen’flatlon ‘for- two traffic
classes, i.e. high priority and low priority, by Offset Time Differentiation (see Sec-
tion 7.4.2.1 for details on his behaviour).

7.2.4.2 Qudlitative Comparison of OBS and OpMiGua

Comparing the two architectures, two main differ.ences can be seen, that have an
impact on the system performance. First, while in OBS all traffic is aggregated
into bursts at the network ingress, in OpMiGua only the HP traffic is aggregated.
Second, while in OBS all traffic shares ail wavelengths, in OpMiGua each HP
packet is transported on an end-to-end wavelength znd only LP traffic can use all
s — in the ingress as well as each core node. .
Wa;fl;liih of delay, fogrr reasonable load the delay of HP. trafﬁf: is comparable m
OBS and OpMiGua whereas the delay of LP traffic %s higher in OBS. In Ole-
Gua, the delay of HP is due to three factors: delay in burst assembler, delay in
each core node to have absolute priority of HP over LP, and delay du.e to the seri-
alization of HP bursts into limited number of wavelengths; LP trafﬁc'ls not aggre-
gated in OpMiGua, thus it is only marginally delgyegi at the netwqu ingress while
the delay in core nodes depends only on the realization of the switching. In OBS,
both EP and LP traffic classes are aggregated — thus delayed — and need to be de-
layed by the offset time; in contrast, the use of all wavelengths for HP bursts may
eir waiting time.

redllfetgms of deliy jitter, it depends on the node architectcure — e.g., whether
processing delay is compensated by delay lines or by offset pmes —as v.ve]l as on
contention resolution strategies — whether FDLs and deflection routing 18 applied
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or not. Both aspects have impact on HP traffic as well as on LP traffic. Accord-
ingly, in the network the delay jitter of HP traffic is usually higher in OBS than in
OpMiGua whereas the delay of LP traffic is almost comparable.

In terms of network capacity, as in OpMiGua high priority traffic is only circuit
switched, direct end-to-end wavelengths are necessary for each node pair ex-
changing HP traffic. Thus, a full mesh of wavelength channels is needed under the
assumption that every node exchanges HP traffic with each other. In contrast, in
an OBS network the lower bound is a single wavelength.

7.2.4.3 Quantitative Comparison of OBS and OpMiGua

Our approach for a quantitative comparison of the two architectures OBS and
OpMiGua is to use simulation scenarios as similar as possible, which especially
includes the traffic offered to both models. Traffic offered to the OBS and Op-
MiGua node is generated statistically identical traffic on packet level and fed af-
terwards to an architecture specific aggregation unit, which aggregates HP and
LP packets if needed.

One commonly used metric for evaluation of architectures like OBS and Op-
MiGua is the packet or burst loss probability, which has the disadvantage of not
considering differences in the length of lost units. We choose instead the bit loss
probability (BLP) as metric, which specifies the lost traffic volume in comparison
to total traffic. We consider for this metric both traffic classes in OBS and OpMi-
Gua. However, in OpMiGua, HP traffic does not contribute to this metric as it is
by definition lossless.

For the simulations we select a basic single node scenario with # incoming and
outgoing fibres and w wavelengths per fiver. Traffic of both priority classes is
equally distributed on all wavelengths with § giving the share of HP traffic with
respect to the total traffic. Also, the traffic offered to the » output fibres is uni-
formly distributed. In case of OpMiGua each wavelength carries one HP connec-
tion. Packets are generated with exponentially distributed interarrival times and
trimodal distributed length [17]. )
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Fig. 7.6. a) BLP vs. S at load 0.6, b) BLP vs. S for #=4 and w=32 at load 0.6.
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Traffic is aggregated per wavelength with a size threshold equivalent to a burst
duration of 150 ps and a time threshold of 5 ms [51] (see section 7.3 for more de-
tails on burstification processes). The additional QoS offset of HP bursts in OBS
we chose such that it is bigger than the maximum LP burst duration. This result in
an absolute prioritization, but HP bursts may still be lost due to contention among
themselves. Finally we use Just-Enough-Time (JET) and LAUC-VF as signalling
and scheduling algorithm, respectively. For further details on the model, please re-
fer to [89].

The dependency of BLP and S is shown in Fig. 7.6(2) for a fixed load 0of 0.6 in
scenarios with 3 and 4 fibres and 8 and 32 wavelengths per fibre. At load 1 the
mean generated traffic amount per time is equivalent to the maximum transmis-
sion capacity of the system. It can be seen that the BLP drops with increasing
number of wavelengths. Furthermore the number of fibres has only a very small
influence. Last but not least the BLP for OpMiGua is lower than that for OBS.

However, there are obvious differences in the behaviour of OBS and OpMiGua.
The BLP of OpMiGua is monotonically decreasing with increasing S. This seems
reasonable as the share of lossless HP traffic increases. Fragmentation of the
available phases of output wavelengths due to HP traffic is not 2 real problem for
the small LP packets.

All OBS curves show the same basic behaviour, but this is totally different to
OpMiGua. Therefore it is exemplarily explained for the scenario n=4 and w=32,
which is also depicted in Fig. 7.6(b). Furthermore, BLP is broken down into the
parts caused by losses of LP and HP traffic (“OBS-LP” and “OBS-HP”).

BLP for S=0 and S=1 should be nearly identical in case of OBS as the offset
does not matter anymore if all bursts belong to the same traffic service class. The
simulations clearly confirm this expectation.

For very small values of S the completion of HP bursts is mainly triggered by
the timeout criterion, which results in small bursts. These small bursts fragment
the phases during which a maximum size LP burst can be scheduled. This schedul-
ing is not always possible and in comparison to 5=0, where this fragmentation
does not occur, the BLP is higher.

In the range $=0.2 to §=0.8 the BLP stays rather constant and originates only of
LP losses. Although the LP share decreases it becomes more and more difficult to
schedule the maximum size LP bursts due to increasing occupation by HP bursts.

For $>0.8 the LP part of the BLP traffic drops very fast. Besides the obvious
reason of decreasing share of LP traffic, the LP bursts also get smaller and by this
better to be scheduled into the voids. On the other hand an increasing amount of
HP traffic is lost. These two trends in opposite directions result in the minimum of
the BLP at 0.95.

Until now only the accumulated impact of the differences between OBS and
OpMiGua has been observed and it is unclear to which extend the smoother HP
traffic of OpMiGua influences the BLP. Therefore the OBS node is fed with HP

traffic having the same characteristics like in case of OpMiGua. Nevertheless this
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hybrid scenario is rather theoreti it is i i i
HP traffic within an OBS networlf Zlc;e?ja;itofs mpossible to guarentee Ehls fossess
The resulting BLP can also be seen in Fig. 7.6(b). While this BLP shows at
small S more similarities to OBS, it finally behaves like OpMiGua and goes to
Zero. "ljhe sharp increase for $>0 is not as big as for OBS. The reason is thatg in this
scenario less HP bursts are produced. However these bursts are longer as the HP
traffic amount is still the same. Remaining differences to OpMiGua, which are in
the order of one magnitude, are due to the aggregation of LP traffic. ,

7.2.4.4 Conclusions

With OBS and OpMiGua we compared two transport network architectures with
QoS support for two traffic classes. Based on the current technological develop-
;:itl f;ttl;s OBS has less stringent requirements, as switching is done on a bigger

With respef:t tq delays, the predominant part (besides propagation) originates
from aggregation in ingress nodes. Here OpMiGua might have a disadvantage in
case of very bursty high priority traffic. On the other hand in OBS high priority traf-
fic has an additional delay due to the offset between header control packet and burst

Furthermore, for the investigated scenario OpMiGua is better suited Althoug].n
Fraﬂic generated for both models is statistically identical, traffic fed to' the nodes
1tself sh.ows differences due to absence of LP traffic aggregation and one single
destination per wavelength for HP traffic in case of OpMiGua. Observed perfor%n—
ance advantages of OpMiGua are caused by these two factors and the difference
generally increases with higher HP traffic share.

7.3 Burstification Mechanisms

7.3.1.1 Introduction and State-of-the-Art

f[‘he arf:hitecture of a typical OBS edge router is depicted in Fig. 7.7. The switch-
ing unit forwards incoming packets to the burst assembly units. The packets ad-
dressed.to the same egress node are processed in one burst assembly unit. There is
one designated assembly queue for each traffic class. .

. Burstification (also known as burst assembly) algorithms can be classified as
timer-based (e.g., [35,102]), size-based (e.g., [76,98]), and hybrid timer/size-based
(e.g., [107]). In the timer-based scheme, a timer starts upon the arrival of the first
packet.to an empty queus, i.e. at the beginning of a new assembly cycle. After a
fixed time (Tr,), all the packets arrived in this period are assembled into. a burst
In the thrgshold—based scheme, a burst is sent out when enough packets have beeI;
collected in the assembly queue such that the size of the resulting burst exceeds a
threshold of Sy, bytes. In the Aybrid algorithm, a burst can be sent out when either
the burst length exceeds the desirable threshold or the timer expires.
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Fig. 7.7. Architecture of an OBS edge node.

Recently, it has been shown that the use of fixed ‘fhres]_nolds in burstiﬁcatiog al-
gorithms may lead to some performance degrada’nqn since they are 1'10t ﬂemble
enough to take into account the actual traffic situation. In fact, considering that
incoming traffic is in general strongly correl'ated ‘trafﬁc such as TCP or long-
range-dependent traffic [23,54,61], the burstification processes b.ased on fixed
thresholds are not able to respond to the traffic changes acco;dmgly. .Se\./eral
adaptive burstification algorithms have been proposed to ameliorate t_hls situa-
tion [12,85] which can better respond to traffic changes and can provide better
ce. .
perg)?lr:]::ample is illustrated in Section 7.3.2 where the case of a umer-l?ased
burstfication algorithm is analyzed. Given a burstiﬁef that mcor}.)ora_tes'a timer-
based scheme with minimum burst size, bursts are subject jco padding in light-load
scenarios. Due to this padding effect, the burstifier normalized throgghput may be
not equal to unity. The results, obtained using input tfafﬁcf showmg long-ragge
dependence, motivate the introduction of adaptive burstification algorithms, which
choose a timeout value that minimizes delay, yet they keep the throughput very
dogent:hlclantl)ttﬁer hand, the burstification, which is executed at the edge 'nodes, can
substantially change the client traffic characteristics and lead to s1g.mﬁcan.t im-
provements to the network performance if the long-range dependencej is gllewate.
A number of recent publications have studied the trafﬁc characterization of the
burstification. The statistics for the size and interarrival time .of bU‘IStS from the as-
sembly are investigated in [22, 59]. The impact of burstification on the self-
similarity level of the data traffic is studied in [1.12, 48, 10%, 107]. A f:ompletg
analysis is investigated in Section 7.3.3 where the impact of timer- and s1ze-l?ase
burstification algorithms on the self-similarity level of the output traffic is Te-
ported. Both static and adaptive algorithms are examined and the performapcg im-
pact of the burstification algorithms in terms of burst assembly del.ay and its jitter
is assessed. The study has shown that the burst assembly mechanism at the OBS
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edge router reduces the self-similarity level of the output traffic and that this re-
duction depends on the parameters of the algorithm. The results reveal that the

proposed adaptive burst assembly algorithm performs better comparing to its non-
adaptive counterpart.

7.3.2 Delay-Throughput Curves for Timer-Based OBS Burstifiers with
Light Load

OBS proposals are in part motivated by the inability to switch optical paths fast
enough to be done on a per-packet basis. This problem is solved by gathering
bursts of packets to be switched to the same destination, but to keep a low
enough rate of switching a minimum burst size use to be proposed as well. This
leads to padding short bursts in order to keep this minimum size in timer-based
burst gatherers. Padding will not be likely to occur in medium to heavily loaded
OBS networks using a timer-based burstifier. However, a light load scenario
will potentially produce many bursts with a number of packets below the mini-
mum burst size and padding will be necessary. But load fluctuations do happen
in highly loaded networks, during weekends or due to different busy hours at
different geographical locations and light-load epochs will be observed!. The
light-load will imply that when the timer expires, all packets awaiting transmis-
sion in the burst assembly queue are transmitted along with a padding space that
will add load to the network. Even if this load is not significant in the link that is
generating the burst it increases also load at other links and thus it should be
quantified.

On [49] this effect is analyzed. The incoming traffic (bytes per time interval) is
modelled by a Fractional Gaussian Noise (FGN), which has been shown to model
accurately traffic from a LAN [74]. Note that in order to calculate the throughput
only the number of information bytes per burst matters and not the packet arrival
dynamics. Precisely, the FGN is a fluid-flow model that provides the number of
bytes per time interval only. While the small timescale traffic fluctuations are not
captured by the model, the long-range dependence from interval to interval is in-
deed accurately portrayed.

According to our previous results in [48], for a timer-based burstifier, it turns
out that the traffic arriving per time interval Tp is a Gaussian random variable X
with mean = 4’ T, and standard deviation o= o T, (being 4, o and H the
mean, standard deviation and Hurst parameter of the traffic arrival process at one
time unit time slots).

The throughput of a given burstifier is defined as the ratio between the informa-
tion bits and the total bits transmitted. If the minimum burst size is &,,,, the
throughput will equal unity whenever X > bin and E[X] /by if X < By By using

! See for instance http://1oad.runner.uits.iu.edu/weathermaps/abilene/ for daily variation of

traffic in an Internet
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a convenience variable ¥ = min{bmin, X} the throughput can be e)‘(pressed as p=
E[Y]/bp, and we derive in [49] an expression for p depending on input traffic pa-
rameters.

e

p=b (y—o‘l(—a))(p(a)+(1—qo(a)) (7.1

where ¢(x) =1/\2x ¢ and p(a)= f@(o(t)dt are the PDF and distribution

function of a normalized Gaussian random variable.

To quantify the extra load that enters the OBS backbone because of the added
padding we define a new convenience variable Z = mfvc{b,,,,-,,3 X} that deno?es the
bits generated by the burstifier. Z is a truncated Gaussian varlablie from which we
derive (in [49]) an expression for the input rate to the OBS core introduced by the

burstifier
E[Z]

R,=—T‘=T°—l [bmin ¢(a)+(y+o-/1(a))(1—q)(a))] (7.2)

Equations (1) and (2) are validated against high speed traffic from Abilene-l
data set. The Abilene-I data set traces contain traffic from two OC-48 links, col-
lected at US core router nodes and are provided by NLANR?. For the example
we use 10 minutes worth of traffic from a 2.5Gbps link as a real-world traffic
source for the burstifier. The trace selected shows an average traffic rate around
480Mbps which, assuming a 10Gbps wavelength in the OBS port, I?Jakes the
utilization factor be approximately equal to 0.05. Fig. 7.8 show§ equat10n§ com-
pared to the burst process that would be generated by burstifiying tl}e Abllene_-I
trace with several Ty and bpn values. Similar results are obtained leth synthetic
FGN traffic generated with Random Midpoint Displacement algorithms that al-
lows us to have results for broader H parameter range (Abilene-I traces have H
values between 0.7 and 0.8. .

Results show a negative gradient of the throughput with both the coefficient of
variation (instantaneous variability) and Hurst parameter (long-range dependence).
However, there is a timeout value that makes such gradient be e-qual to zero -(as
can be seen on Fig. 7.8). Such timeout value depends on the minimum burst size,
the traffic load and, to a lesser extent, it also depends on the long-range depend-
ence parameter H and the coefficient of variation c,. ‘ .

The above observation leads us to seek for an expression that prov_ldes th.e
timeout value (T,) for which the delay throughout curves flatten out to unity. This
is beneficial to maximize the throughput at the minimum delay cost and also to
decrease the network load. For the Abilene-I trace considered .the increasedﬁtaﬂic
load due to padding is shown in Fig. 7.8. The effect of choosing a wrong timeout

2 hitp://pma.nianr.net/Traces/long/ipls1 html
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Fig. 7.8. Throughput-delay curve and input traffic to the OBS network for the Abilene-I trace.

P

value is very significant not only for the throughput, but also for the generated
load to the OBS network.

Concerning the change rate of the traffic moments, other proposals based on
link state estimation assume that the network load remains stable in timescales of
minutes [92]. If that is the case, one could devise an adaptive burstifier that would
offer minimum delay and maximum throughput for any given input traffic stream.
The timeout value rate of change would be in the scale of minutes, which seems
reasonable from a practical implementation standpoint.

In [49] we propose three different adaptive timeout algorithms and compare
them for different values of the Hurst parameter H and coefficient of variation c,.
The proposed algorithms are trade-off of complexity versus accuracy. The sim-
plest (L-estimate) requires to estimate the burstifier load 4' and set timeout

TOL = b% ,. The chosen 7" is the number of sampling intervals needed to fill on

average a size of b, at the estimated rate. The basic assumption is that the influ-
ence of the second moment and H parameter is negligible.

Using estimators for first and second moments of the traffic arriving to the
burstifier we can build more accurate algorithms (L'V-estimate) or (LVH-estimate)
using also estimations of H parameter of the arrival process. T or Tj*" are cho-
sen as the solutions of the nonlinear problem of minimizing Tj subject to the con-
dition that equation (1) gives throughput values above a desired threshold (i.e.

p(ﬁ',a—‘,ﬁ')> 0.95).

Our trace-driven analysis of the Abilene backbone shows that, for most cases of
real Internet traffic, first moment estimation is enough to provide a timeout value
very close to the optimum. Thus, an adaptive timeout algorithm can be easily in-

corporated to timer-based burstifiers, with a significant benefit in burstification
delay and throughput.
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733 Performance Evaluation of Adaptive Burst Assembly Algorithms in
OBS Networks with Self-Similar Traffic Sources

In this work the self-similarity level of the traffic both l?efore am_i afte.r the execu-
tion of a parameterized hybrid and adaptive burstification algonthn} is analyzed.
The burstification algorithm is an improvement of the one presented in [12]. ‘

In order to model the realistic input traffic from the client networks, t%le arriv-
ing and aggregated traffic is made of superposition of fractal renewal point proc-
ess as it actually describes the self-similar web requests generated by a group of

_The detailed model is described in [S]. . ‘

usfeéiﬂing the traffic volume measurement, the approach presented in [42].13
adopted focusing on packet and burst-wise measurements because the paf:ket-w1se
and burst-wise analysis is important on the performance of the electronic .cont‘rol
units in core routers. The quantitative values for the Hurs.t parameter estimation
are reported for the proposed adaptive bursﬁﬁcati.on al'gorlthn.l. The. performance
of the OBS edge node in terms of delay and delay jitter is also investigated.

7.3.3.] Adaptive Burstification Algorithm

Within an OBS edge router, the incoming packets (e.g. IP packets) ‘frogl the client
networks will be forwarded to respective queues based on the destination ad.dress
of egress OBS edge router and possibly the QoS parameters, where the burstifica-
tion algorithms are used to generate the burst control packet and the data burst.
Then the burst control packet and the optical burst will be scheduled to the trans-
itter and sent out to the core network. .

mlt;‘ehfe packet length distribution used in our study has been reported in [101] and
has been modified to ignore the packets with size larger than 1500 bytes. The av-
erage packet length of the modified distribution is 375.5 bytes and reflects the re-
alistic predominance of small packets in IP traffic. . ‘ .

The main disadvantage of such static burstification algorithm is that it does not
take into account the dynamism of traffic and therefore they cannot respond to the
traffic changes. This adversely impacts the network perfonna_mc?:. Tk}erefore adap--
tive burst assembly algorithms are proposed to ameliorate this sifuation. The main
idea in these burstification algorithms is to adaptively chan.ge the va}ue of the T
and Sp,. If we assume that the network uses a static rouﬁx}g "'cllgOchm, then ac-
cording to the link capacity, for each burst assembly queue inside the edge router,
we have the following inequality:

N
Zﬁvﬁ%_gandwidth 7.3)

i=1 TT?xr,i

where avgBL; represents the average burst length in the i™ burst assembly queue,
and the bandwidth of the link is given by Bandwidth. Since frorg (3) the value of
T changes with the value of average burst length, we have to infer the value of
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avgBL; from the traffic history. One possible approach is to take into account both
the previous value of average burst length and the current sampled value (Sav-
gBL;) as expressed in the following expression [12]: :

avgBL; <~ w, avgBL; +w, SavgBL, (14

where w;, w; are two positive weights (w; + w, = 1). Based on (3) and (4) the two
threshold values for the adaptive burstification algorithm are computed as follows:

avgBL. N
Ty =@———— 7.5
Thrii Bandwidth (7.5)
avgBL,  if avgBL, > E[Lp]
Thri = (7.6)

P E I:Lp ] otherwise

where ¢, S are burst assembly factors and EfL,] is expected packet length. In or-
der to synchronize this adaptive burst assembly algorithm with the changes in
TCP/IP traffic, we set the value of w,> 0.5. This will put more weight on the re-
cent burst size. More specifically, when a long burst is sent out (high value of Av-
gBL)) it is very probable that TCP will send out more packets in the sequel. There-
fore it is better to increase the value of both time and size thresholds to deal more
efficiently with the incoming traffic. Similarly as soon as the TCP traffic is termi-
nated or initiating a slow start stage, by giving higher weight to w,, we also dra-
matically decrease the time and size threshold values. The results that we will pre-
sent in next section are obtained by setting w; = 0.25, w; = (.75. More details of
this adaptive burstification algorithm is presented in [5]. Note that Tming, is given
by the following equation:

BE[L, [N

Tming . =
™ = Bandwidth

(1.7)

We put a lower limit on T, in order to keep the assembly period within a reason-
able range and to prevent the burst length decreasing by too much.

7.3.3.2 Numerical Results

The simulation scenario consists of 12 client networks connected to an OBS edge
router via a 10 Gbps link. The link between the OBS edge router and the core
network is running at 40Gbps. The burst assembly algorithm is implemented
within the OBS edge router. The incoming IP packets will be forwarded to the as-
sembly queue associated with its egress edge router. We have defined three levels
of traffic load (o) at the edge router: 0.3 (light load), 0.5 (medium load) and 0.7

(heavy load), which corresponds to 332889, 554816, and 776742 packets per sec-
ond, respectively.
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The simulation records each packet arrival at the OBS edge router regardless of
the source client network and all the incoming pac}gets comprise the aggregated
input traffic. The twelve client networks are divided into four groups _and the Hurst
parameter of each group is set at H=0.7, 0.75, 0.80, and 0.85 re-spectlvely. Among
the well-known Hurst parameter estimators, i.e. aggregated variance, R/S'p1ot, pe-
riodogram, local Whittle and wavelet techniques [18}, the_ vyavelet aqalyms is used
because it is robust to many smooth trends, non-stationarities, and high ﬁeguency
oscillations [91]. In our simulation scenarios we have a§surped that there is ?ln]l;
one quality of service (QoS) class supported and the destma_hqn address of eac p
packet is randomly selected from N egress edge routers within the core network.
Thus there are N assembly queues in the OBS edge router. We chgose N=1,10,20
in our simulation. All the traffic processes are measured at ?he time-scale of IQO
ps. The simulation time is 6 seconds and owing to the sufficiently large queues in

edge router, no packet loss is assumed. o
theTOhlziffeft of adaptivepburstiﬁcation algorithm on the. self-51-m11'<‘1r1ty level of jche
output traffic and burstification delay and delay jitter is stuqJed in the followmg
scenario. The Tr, parameter of the burstification algonthn? is estimated dynami-
cally and the S, parameter is also evaluated dynatr}lcaﬂy in favour of larger val-
ues for average burst length. Fig. 7.9 depicts the estimated Hqst par:‘m.:eter of the
both aggregated input traffic and the optical output traffic, which is inj ected from
edge router to the core network (N = 1, N=10). o _

Tt can be seen that the burst-wise output traffic, which is tpe .res'ult gf adaptive
burstification algorithm, exhibits much lower level of §e1f-31m11ar1ty in tenps of
estimated Hurst parameter. In order to compare the hy-bn.d a.nd adaptive burstifica-
tion algorithms in term of their effects on the self—sml.lanty level of the output
traffic, we set up another simulation scenario anq the estimated Hurst parameter 1s
depicted in Fig. 7.10. We have to mention that in order to rpa.ke our comparison
unbiased, we have focused on the distribution of bursts, which are generated ac-
cording to time or size constraints and we have set the pa‘rameters for both hybrid
[103] and adaptive algorithms in a way that bqth algorithms generate the samﬂe;
percentage of time-constrained and size-constrmped bursts. In other words, bo
algorithms behave similarly as far as the distribution of bursts is concerned.
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Fig. 7.9. Hurst parameter of input and output traffic for different values of load, a) N=1,b)
N=10.
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Fig. 7.10. Estimated H of output traffic for different values of load, a) N= 1, b) N = 10.

It can be observed that the byte-wise self-similarity level for both algorithms re-
mains the same. However the burst-wise output traffic for the adaptive burstifica-
tion algorithm, as expected, exhibits lower level of self-similarity in comparison to
the non-adaptive (hybrid) burstification algorithm. This is due to the dynamic fea-
ture of algorithm, which adapts the value of both Tty and Sy, to match dynami-
cally with the incoming traffic.

It can be seen that the adaptive burstification algorithm performs noticeably
better that its non-adaptive counterpart. In other words the burstification delay and
its jitter in the adaptive algorithm are lower than the same metrics for the non-
adaptive (hybrid) algorithm. This observation is valid mainly due to the mecha-
nism that is employed in burstification algorithm. In the adaptive algorithm the
Ty parameter is determined based on the weighted average of burst lengths. Thus
T'ry,y parameter tries to adapt itself according to the computed average burst length
and also the recent value of burst length. Furthermore we also enforced a Sy, in
our burstification algorithm, which not only put a limit on burstification delay but
also tries to synchronize with TCP/IP traffic as much as possible.

Summarizing, the obtained results show that the burstification algorithm at the
OBS edges can be used as a traffic shaper to smooth out the burstiness of the input
traffic as indicated by the noticeable reduction in the Hurst parameter. Comparing
the traffic shaping capability, the adaptive outperform the non-adaptive (hybrid)
algorithm in terms of reduction in Hurst parameter, burst assembly delay and burst
assembly delay jitter.

7.4 QoS Provisioning

7.4.1 Introduction and State-of-the-Art

This section addresses the problem of quality of service (QoS) provisioning in
OBS networks. The lack of optical memories results in quite complicated opera-
tion of OBS networks, especially, in case when one wants to guarantee a certain
level of quality for high priority (HP) traffic. Indeed the quality demanding appli-
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cations, like for instance real-time voice or video transmission, need for dedicated
mechanisms in order to preserve them from low priority (LP) data traffic. In par-
ticular, the requirements concern to ensure a certain upper bounds on end-to-end
delay, delay jitter, and burst loss probability.

The delays arise mostly due to the propagation delay in fibre links, the intro-
duced offset time, edge node processing (i.e., burstification) and optical FDL
buffering. The first two factors can be easily limited by properly setting up the
maximum hop distance allowed for the routing algorithm. Also the delay produced
in the edge node can be imposed by a proper timer-based burstification strategy.
Finally the optical buffering, which in fact has limited application in OBS, intro-
duces relatively small delays. Regarding the jitter, it depends on many factors and
it is more complicated to analyze; nonetheless, since the delay can be easily
bounded, its variations could be also limited accordingly. In this context the burst
loss probability (BLP) metric is perhaps of the highest importance in OBS net-
works that operate with one-way signalling.

In a well-designed OBS network the burst losses should arise only due to re-
sources (wavelength) unavailability in a fibre link. The probability of burst blocking
in the link strongly depends on several factors, among others on the implemented
contention resolution mechanisms, burst traffic characteristics, network routing, traf-
fic offered to the network and relative class load. Since this relation is usually very
complex the control of burst losses may be quite awkward in OBS networks.

Several components can contribute to QoS provisioning in OBS networks. In
general, they are related to the control plane operation, through signalling (e.g.,
[21]) and routing (as e.g., in [10]) functions, and to the data plane operation both
in edge nodes (e.g., [106]) and in core nodes (e.g., [52,53,112]). See Fig. 7.11 for
a classification of the QoS mechanisms.

Although, a great number of QoS mechanisms have been proposed for OBS
networks, still, only a few works study their comparative performance. In [112]
some QoS scenarios with two different burst drooping principles applied,
namely, a wavelength threshold-based and an intentional burst drooping are ana-
lyzed. Finally, the evaluation of different optical packet-dropping techniques is
provided in [77]. In this direction Section 7.4.2 makes an extension to these

Mechanisms for QoS
provisioning

Contro! plane Data plane
I 1
Signalling Routing Edge node Core node
[ 1
Burst dropping Scheduling differentiation
schemes of controf packets

I l —

Ofiset-ime Varying assembly Preemptive Threshold Intentional burst
differentiation parameters dropping dropping dropping

Fig. 7.11. Categories of QoS mechanisms in OBS networks.
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s‘Fudles. In particular, the performance of most frequently referenced QoS mecha-
misms, namely offset time differentiation, full burst preemption and wavelength
threshold-based dropping are compared.

One of‘the more effective solutions, the burst segmentation mechanism [99], is
analyze‘d in Section 7.4.3. The fact that a burst is composed by several pack,ets
n-Jakes it posgib}e to drop part of a burst, so that the remaining packets may con-
@ue fransmission in subsequent hops. Consequently, the use of burst segmenta-
tion provides significant throughput advantages.

7.4.2 Performance Overview of QoS Mechanisms in OBS Networks
7.4.2.1 Frequently Referenced QoS Mechanisms

In this study we focus on three mechanisms:

. Oﬁ%e{‘ time differentiation (OTD), which is an edge node-based mechanism [106]
It assigns an extra offset-time to HP bursts in order to favour them during the re:
sources reservation process (see Fig. 2.12a). The extra offset time, when properly
setup, allows to achieve an absolute class isolation, i.e., the probability to block a
HP class burst by a LP class burst is either inconsiderable or none.

* Burst preemption (BP), which is a core node-based burst dropping mechanism
[52]. In case of the burst conflict, it overwrites the resources reserved foraLP
burst by a HP one; the pre-empted LP burst is discarded (see Fig. 7.12b). In this
wo‘rk we consider a full preemption scheme, i.e., the preemption concemns the
entire LP burst reservation.

* Burst Dropping with Wavelength threshold (BD-W), which is a core node-
}‘aased. burst dropping mechanism [112]. It provides more wavelength resources
in a link to HP bursts than to LP bursts, according to a certain threshold pa-

rameter (see Fi.g. 7.12c). If the resource occupation is above the threshold, the
LP bursts are discarded whilst the HP bursts can be still accepted.

‘ Qﬁsetﬁme Differentiation

Burst Preemption (BP). -

- Partial preemption

L ) D)

. L : RN s
Burst Dropping with Wavelength thresfiold (BD-W)
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Fig. 7.12. The principle of operation of selected QoS mechanisms.
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In order to gain some insight into the mechanism behaviour let us assume a_Pois-
son burst arrival process and i.i.d. burst lengths. Under such an assumption, a
burst loss probability in a link can be modelled with the Erlang loss formula (see
e.glg(Ele ]C)).TD and BP can be characterized by absolute class isolatign. In the for-
mer, the extra offset time assures that the contention of HP bursts is only due to
other HP burst reservations. In the latter, a HP burst can pre-empt whatever LP
reservation and the loss of HP bursts is again only due to the wavelength occupa-
tion by other HP reservations. In both cases HP bursts compete among themselves
in access to the resources and thus the HP class BLP can be estimated as ]%’LPH;D =
Erlang(azp p, ), where ayp and p denote, respectively, the HP class relative load
and the overall burst load and ¢ the number of wavelengths. .

The behaviour of BD-W depends greatly on its threshold (7;,) selection. Indeed,
if T, = 0 (i.e., no resources available for LP bursts)3 there i§ only‘HP class traffic
accepted to the output link. Although, the mechanism achlgves its topmost per-
formance with regard to HP class and BLPyp is the same as in O".['D and BP, still,
the LP class traffic is not served at all and BLP;p = 1. Notice that in both QTD an_d
BP the LP class traffic still has some possibilities to be served, in partlcula.r, if
there can be found a free wavelength, not occupied by any earlier HP re_servauons
(the OTD case), or the LP burst is not preempted (the BP case). Now, if we pro-
vide some wavelength resources for LP class traffic (i.e., T;, > 0), the perforr.nance
of HP class will be worsening as long as HP bursts will have to compete with LP
bursts. In the extreme case T,, = ¢, there is no differentiation between .trafﬁc
classes and BD-W behaves as a classical scheduling mechanisrr.l. Accountmg. on
this analysis, BD-W might require some regulation mechanisms in order to adjust
the threshold value according to the required class performance and actual traffic

load conditions.

7.4.2.2 Numerical Results

We set up an event-driven simulation environment to evaluate 'fhe performance of
QoS mechanisms. The simulator imitates an OBS core node vylth no FDL buff?:r-
ing capability, full connectivity, and full wavelength conversion. It has 4 x 4 in-
put/output ports and c = {4, 8, 16, 32, 64} data Wavelf:ngths per p(?rt, each one op-
erating at 10Gbps. The switching times are neglected in the analyS{s. ‘

The burst scheduler uses a void filling-based algorithm. In our mplegnenftatlon,
the algorithm searches for a wavelength that minimizes the time gap which is pro-
duced between currently and previously scheduled bu.rsts:. We assume thi.it thfa
searching procedure is performed according to a round-robin rule,. ie. ea}:h time it
starts from the less-indexed wavelength. To avoid in the analysis the impact c_)f
varying offset times on scheduling operation (see [62]) we setup the same basic
offset to all bursts. _

The extra offset time assigned to HP bursts in OTD is equal to 4 times of the av-
erage LP burst duration. Each HP burst is allowed to preempt at most one LP burst if
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no free wavelength is available in BP. The preemption concerns a LP burst the
dropping of which minimizes the gap produced between the preempting HP burst
and the rest of burst reservations. We establish 7,,= 0.5¢ in BD-W so that LP class
bursts can access at most the half of all the available wavelengths simultaneously.

The traffic is uniformly distributed between all input and output ports. In most
simulations the offered traffic load per input wavelength is p= 0.8 (i.e., each
wavelength is occupied in 80%) and the percentage of HP bursts over the overall
burst traffic, also called HP class relative load Op, is equal to 30%.

The burst length is normally distributed (see e.g., [107]) with the mean burst
duration L = 32 ps and the standard deviation o = 2 10°°. In further discussion we
express the burst lengths in bytes and we neglect the guard bands. Thus the mean
burst duration L corresponds to 40 kbytes of data (at 10Gbps rate). The burst arri-
val times are normally distributed with the mean that depends on the offered traf-
fic load and the standard deviation & = 5 107,

We evaluate both a data loss probability, i.e., an effective lost of data due to the
burst loss, and effective throughput, which represents the percentage of data burst
served with respect to overall data burst offered.

All the simulation results have 99% level of confidence.

The results of BLPyp presented in Fig. 7.13(a) confirm the correctness of theo-
retical argumentation provided in the previous section. In particular, we can see
that the performance of both OTD and BP is similar without respect to the number
of wavelength in the link.
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Fig. 7.13. Performance of QoS mechanism vs. link dimensioning (p =0.8, opp=30%), a) HP
class BLP, b) LP class BLP, c) overall BLP, d) effective data throughput.
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Regarding BLP;p and the overall burst loss and throughput perforglanf: 0(1;1]%.
7.13(b)-(d)), the results are slightly in the fa\{m_n of BP when comﬁa(?;gi;n ) era;
The explanation can be found in [62], where it is shown that the sc hi o %nh ;;rent
tion may be impaired by the variation of offset-times, the feature which 1s

° giigﬂrie\ia?airr:ee that the BD-W mechanism exhibits very poor performance.
The reason is that BD-W has effectively fewer‘wavelengths aval‘lable‘ for the lzurts(’)c
transmissions than the other mechanisms, whilst at the same time 1t attempts
serve the same volume of burst traffic.

7.4.2.3 Discussion and Conclusions

can be distinguished by their high performancg. .
Boggziﬁ?%% is characterigzleld by a relaﬁvely simple operano'nu, a;]j long acl]s1 ;’-t
does not require any differentiation mechanism in core nod‘es, stlAjl sth r:in e
nisms may suffer from extended delays due to extra gﬁset tlmels. so,li e
agement of extra offset times with th(;{ purpose of providing absolute quality

i i lex in the network. _ ‘
Img(?; ]tjlieqcl)ltlttleerc El:fd’ there exist several proposals 1‘:112-11 extend the funcjﬂonahty of
BP mechanism. Particular solutions focus on prov1f1mg absolute ql}ghty_ guarga%-
tees to individual classes of service [112],‘improv11.1g Tesources u_tlhl;natlzl)nt [ami
and supporting a routing problem [64]. An inconvenient overhe:afi‘rhmth e a}se:ance
control plane due to the preemption O[I?Sci]r]atlon can be overcome with the assi

jon window mechanism . ‘
o ;g:ﬁ;‘l’l%: 1clzan see that BD-W offers very low ovgrall perf(.)rmance in th}is s'cufde-1
ied scenario. It may be advisable to use this mechanism only in the ftﬁor 0 :
large number of wavelengths in the link, where the wavelength thresho fff)ara;rg )
ter could be relatively high (in order ‘;;) accommodate the LP traffic efficiently

ordingly to traffic changes. -

an%%ﬁigiiag;?m mgeZhanjsm seems to pe an adequate mechanism t:[or‘Qt;lSS
differentiation in OBS networks, thanks to its high performance characteris
and advantageous operational features.

743 Evaluation of Preemption Probabilities in OBS Networks with Burst
Segmentation

In case of partial overlapping of two contending .bursts,. there is no need ttio dr§£
the entire burst as in the case of full burst preemPnon; with burst' segme_nta on, o
ther the head of the incoming burst or the tail qf the bu:r.st in ser\{gze c_e;jﬁ °
dropped. It has been shown that the burst St?gmentatlf)g t.ech‘mque 1.)r0v1f €s S{ce o
cant throughput benefits and allows for a higher ﬂex1b11.1ty in quahty9 0 Iiertzle o2
location, by placing packets either towards th.e burst tail or head_ 9 ]: oD e
of two contending bursts with the same priority a proposed solu‘tmn (11_1 [ o
drop the less amount of data. If the residual length of the burst in service 1s larg
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than the incoming burst length, then the burst in service wins the contention. The
incoming burst is dropped (either entirely or partially -head-). If the residual
length of the burst in service is smaller than the incoming burst length then the in-
coming burst wins the contention. The burst in service is segmented and the tail is
dropped.

On [70] the preemption probability, or probability that the incoming burst wins
the contention, is evaluated, within the same priority class. This probability is
relevant for OBS network engineering for a twofold reason. First, since the incom-
ing burst and the burst in service contend for the same resources, it is likely that
they both follow the same route. Thus, due to tail dropping upon preemption,
packet disordering may occur. Second, optical networks are limited by the so-
called “electronic bottleneck”. If preemption occurs, the optical switch must drop
the tail of the burst in service and then switch the contending burst to the corre-
sponding wavelength. This implies a processing cost not only in the optical do-
main but also in the electronic domain. Actually, additional signalling must be
created to re-schedule bursts in the downstream nodes. Another control packet
called “trailer” [99] is sent as soon as preemption happens in order to update
scheduling information for the rest of OBS switches. Since this implies a process-
ing cost, the likelihood of preemption becomes a relevant issue in OBS network
performance.

Switching time is assumed to be negligible in comparison to the average burst
length. Burst arrival can be assumed to be Poisson regardless of the possible long-
range dependence of incoming traffic, as we have discussed in [48], but burst size
will depend on the burst gathering algorithm and traffic input characteristics so
several input size distributions will be considered.

Let's call (#, /p) the arrival time and burst size of the first burst to arrive in a
busy period, and (¢, /) to subsequent bursts in the same busy period. We show in
[70] that if there is a burst (#+, /) in that busy period that wins the contention and
preempts the first burst the time distribution of L. is shifted to larger values in
comparison to /. Intuitively, the preempting burst has a larger probability of high
service times, in comparison to the burst in service.

P(L>x)>P(ly>x) Vx>0 (7.8)

From this theorem it turns out that preemption is less likely to occur for the burst
that wins the contention than for the first burst in a busy period (burst 0). Hence,

the preemption probability reaches a maximum with the first burst in a busy pe-
riod and this probability is given by

P(L>4)= ["P(L>x)dF,(x) (7.9)

where 4 is a random variable that provides the residual life of the server (wave-
length). We derived it for several usual incoming burst length distributions in [70]
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and provided closed expressions for P(L>4) for the case of exponential and
-distri burst lengths. o

Par;z ?:rﬁlgegy simulatigc:E upper bound preemption probabilities t;)r steveraé
burst length distribution. For example, Fig: 7.14 shows the cases fo; areto a1:1 :
Gaussian distributions. Note as the utilization ttactor decreases, the busy ﬁ?iﬂo
tend to be shorter. Thus, the system behaviour 18 closer. to the best cas:; at :was
assumed for the upper bound derivation, i.e. pre-emption gf the .ﬁI‘St u{ts ina
busy period. Hence, the upper bound becomes closer to the simulation resuits.
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Fig. 7.14. Preemption probability, a) Gaussian and b) Pareto.

We have shown preemption probabilities are highly dependent on the bgrst length
distribution. Hence, for the same traffic load, the burst asse:mbly algorithm has a
strong impact on the burst segmentation dynamics in the optical network core.

7.5 Routing Algorithms

75.1 Introduction and State-of-the-Art

In this section we concern on the problem of rou_ting in op‘ti_c.al burst SW}tf:hJI}[g
networks (OBS). OBS architectures without b1.1i.'fenng capabl'h‘mes are senlsmve (i
burst congestion. An overall burst loss proba}blhty @LP) wlnch- adeq'uate ytr&_apre

sents the congestion state of entire network is the primary metric of interest in an
OBI?l Ige:ligi routing algorithms can be group'ed into twp major clas§es: nlcl)n-
adaptive (when both route calculation and selec.tlon are static) anfl adaptive (vscrl en
some dynamic decisions are taken) [93]. In static routmg_ the ch01f:e of routes toi:s
not change during the time. On the other hand,.adapnve algorithms a’cte:n;ptr z
change their routing decisions to reflect ch.ange?. in topology ?.I.ld the ('m;r;'lff ain
fic. Adaptive algorithms can be further divided into three fa:nnhes, Whlci ; er !
the information they use, namely centralized (or global), isolated (ot oca )i al}[

distributive routing. Single-path or multi-path Touting corresponds, respectively, 10
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the routing scenarios with only one or more paths between each pair of nodes
available. If the decision of path selection in multi-path routing is taken at the
source node, thus such routing is called source routing. A special case of multi-
path routing is deflection (or alternative) routing. Deflection routing allows select-
ing an alternative path at whatever capable node in case a default primary path is
unavailable.

Static shortest path routing based on Dijkstra's algorithm is the primary routing
method frequently explored in OBS networks (e.g., [107]). In such routing, some
links may be overloaded, while others may be spare, leading to excessive burst
losses. Therefore several both non-adaptive and adaptive routing strategies, based
on deflection, multi-path or single-path routing, have been proposed with the ob-
jective of the reduction of burst congestion.

Although deflection routing can improve the network performance under low
traffic load conditions, still it may intensify the burst losses under moderate and
high loads [110]. Indeed the general problem of deflection routing in buffer-less
OBS networks is over-utilization of link resources, what happens if a deflected
path has more hops than a primary path. Hence, since first proposals were based
on the static route calculation and selection (e.g., [41]), in the next step the authors
proposed an optimisation calculation of the set of alternative routes (e.g., [60,65])
as well as an adaptive selection of paths (e.g., [19]). The assignment of lower pri-
orities to deflected bursts is another important technique which preserves from ex-
cessive burst losses on primary routes [11].

Multi-path routing represents another group of routing strategies, which aim at
the traffic load balancing in OBS networks. Most of the proposals are based on a
static calculation of the set of equally-important routes (e.g., [81]). Then the path
selection is performed adaptively and according to some heuristic [75,95] or opti-
mised cost function [66,94]. Both traffic splitting [4,63] and path ranking [46,104]
techniques are used in the path selection process.

The network congestion in single-path routing can be avoided thanks to a pro-
active route calculation. Although most of the strategies proposed for OBS net-
works consider centralised calculation of single routes [111], still some authors
focus on distributed routing algorithms [31,44]. Both optimisation [63] and heuris-
tic [28] methods are used.

In literature they are present other routing strategies that give support to net-
work resilience by the computation of backup paths [13,44] and to multicast
transmission by duplicating [43,50].

In terms of network optimisation, since an overall BLP has a non-linear charac-
ter [87], either linear programming formulation with piecewise linear approxima-
tions of this function [94] or non-linear optimisation gradient methods [40] can be
used. Section 7.5.2 focuses on a multi-path source routing approach and applies a
non-linear optimization of BLP with a straightforward calculation of partial de-
rivatives to improve OBS network performance.
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7.5.2 Optimization of Multi-Path Routing in Optical Burst Switching
Networks

In a non-linear optimization problem we assume that there is a pre-established. vu%
tual path topology consisting of a limited numb‘er c?f paths between each pair o
source-destination nodes. Using a gradient optin_nza_tlon method we can calculai]?1 a
traffic splitting vector that determines the distribution of traffic over these pa fs.
In order to support the gradient method we propose straightforward formulas for
calculation of partial derivatives.

7.5.2.1 Routing Scenario

We assume that the network applies source-based routing, so that the source node
determines the path of a burst that enters the network. Moreover, ‘the network u:gs
multi-path routing where a burst can follow one of the paths given between the
pair of source-destination (S-D) nodes. We assume each no@e is capable .of full
wavelength conversion and thus there is no wavelength-continuity constraint im-
the problem. .
pOSSecSl:(iion (I:f path p is performed according to a traf_ﬁc splitting factor x,. Con-~
straints on the traffic splitting factor are the following: 1) Xp should be nonl-1
negative and less or equal to 1, and %1) th; 511]11131 t?f traffi(; s;lahttmg factors for a
cting given pair of S-D nodes sho e equal to 1. . ‘
pat’lIl';g 22::rvatii§1 (hold%ng) times on each link are i..i.d. randan variables V{lth the
mean equal to the mean burst duration. Bursts destmc?d to given node arrive Eg-
cording to a Poisson process of (long-term) rate specified by tl}e demand tra (i
matrix. Thus traffic offered to path p can bedcalculated as a fraction x, of the tota
between given pair of S-D nodes. ‘

traf}?:r: t:f/‘:zgr x = (x1, g s XP)I,) where P means the number of all path§, Qetermmes
the distribution of traffic over the network; this vector should be optimized to re-
duce congestion and to improve overall performance.

7.5.2.2 Formulation and Resolution Method

BS network based on the Erlang fixed-point approximation Was
gé;iiﬁoie%;%ém particular, the traffic offered to link e is obtained as a sum gf
the traffic offered to all the paths that cross this link reduced by the traffic lost in

ing links along these paths.
the’[r‘)licheodlr;ilation of [%7] mayrf) bring some difficulty in the cc?ntext of computa-
tion of partial derivatives for optimization purposes. Therefore in [56] we pr_oposle
a simplified non-reduced link load model where the traffic offered to lmk e is cal-
culated as a sum of the traffic offered to all the paths that cross this ]mk The ra-
tionale behind this assumption is that under low link los§es, observed in a propeﬂ}f
dimensioned network, the model in [87] can be approxmlat.ed by our.model [56];
in [56] we can see that the accuracy of the simplified model is very strict for losses

below 102
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Having calculated the traffic offered to each link, the main steps of the network
loss modelling include the calculation of burst loss probabilities on links, given by
the Erlang loss formula, loss probabilities of bursts offered to paths, and the over-
all burst loss probability B (see [56] for detailed formulae).

From this network loss model we define cost function B(x) to be the subject of
optimization. The optimization problem is formulated as to minimize B(x) subject
to the constraints imposed on the traffic splitting factor (discussed in SubSection
7.5.2.1). Since the overall BLP is a non-linear function of vector x the cost func-
tion is non-linear as well. A particularly convenient optimisation method is the
Frank-Wolfe reduced gradient method (algorithm 5.10 in [83]); this algorithm was
used for a similar problem in circuit-switched networks [40].

Gradient methods need to employ the calculation of partial derivatives of the
cost function. The partial derivative of B(x) with respect to X, where p means a
path, could be derived directly from the network loss formulae by a standard
method involving resolution of a system of linear equations. Such a computation,
however, would be time-consuming.

Therefore instead in [56] we provide a straightforward derivation of the partial
derivative that is based on the approach previously proposed for circuit switched
networks [55]. We have managed to simplify the model described in [55] and
make the calculation of partial derivatives straightforward, not involving any itera-
tion. The calculation of gradient in our method, therefore, is not longer an issue.

It can be shown numerically that objective function B(x) is not necessarily con-
vex. Nevertheless, under moderate traffic loads we have observed that several
repetitions of the optimization program always give us the same (with a finite nu-
merical precision) near-optimal value of B.

7.5.2.3 Numerical Results

We evaluated the performance of our routing scheme in an event-driven simulator.
In order to find a splitting vector x specifying a near-optimal routing we used
solver fmincon for constrained nonlinear multivariable functions available in the
Matlab environment. Then we applied this vector in the simulator.

The evaluation is performed for NSFnet (15 nodes, 23 links) and EON (28
nodes, 39 links) network topologies; different numbers of wavelengths (As) per
link are considered, each transmitting at 10Gbps. The optimized routing (OR) is
compared with two other routing strategies: a simple shortest path routing (SP)
and a pure deflection routing (DR). We consider 2 shortest paths per each source-
destination pair of nodes; they are not necessarily disjoint. In SP routing only 1
path is available. Uniform traffic matrix and exponential burst inter-arrivals and
durations are considered. All the simulation results have 99% level of confidence.

In Fig. 7.15 we show B as a function of offered traffic load for different routing
scenarios. We see that the optimized routing can achieve very low losses, particu-
larly, when compared with the shortest path routing. Analytical results (OR-an' in
the figure) correspond very well to simulation results. The optimization takes about
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Fig. 7.15. Comparison of routing schemes a) NSFnet, b) EON.

23s and 1800s for NSFnet network (of 420 paths) and EON network (of 15]132
paths), Tespectively, when using a non-commercial Matlab solver on a Pentium D,

3GHz computer.

7.5.2.4 Conclusions

In this Section we have proposed a non-linear op'_cimization method for mult;pfaﬁﬂ;
source routing problem in OBS networks: In @s r.neﬂ.lod we calculate a atin
splitting vector that determines a near-optimal distribution of trafﬁc.: over rlou i
paths. Since a conventional network loss model of an OBS network is co'nipdex'w-
have introduced some simplifications. The references formulae for partia denva
tives are straightforward and very fast to cgmpute. }t makes the prppoie nli)lr;:
linear optimization method a viable altem.anve ?:jrl hneaf f{)}iii.rgfmmg ormy

i iecewise linear approximations of the cos -
no}’}‘shle)aassie]ilgzt?;; results demonpstrate that our method eﬁectively -dlstnbul’;es t_he
traffic over the network and the network-wide burst lgss probability can be sig-
nificantly reduced compared with the shortest path routing.

7.6 TCP over OBS Networks

7.6.1 Introduction and State-of-the-Art

TCP is today the dominant transport protocol in I.nternet, and it i§ expectei;olcon-
tinue to be used. As TCP is not specifically designed for a p.art'1cu1.ar teF 0 oi%g,
modifying the standard TCP can lead to a performance optlmlzat.lon 11111 spel(): c
environments. In this direction, a great amount of novel TCP yersmnsd ave eilsl
proposed for mobile networks, wireless mesh networks, and high spee netwo]z

such as optical switched networks. The developmen? of TCP of the lastdyear§ af
covered three major topics: 1) making TCP more suitable for high speed environ
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ments and grid computing applications (e.g. Fast TCP and High Speed TCP), 2)
making TCP more robust for non congestion events (e.g. TCP-NCR, FCP-PR and _
TCP-Aix), and 3) TCP for special environments and applications e.g. for wireless
networks.

In the context of OBS network, the problem of havirig TCP has been widely
studied in the literature. The design of novel specific TCP implementation are
considered in [89,114,115]. Nonetheless, there is no consensus in whether a com-
pletely new TCP version is needed, and which new TCP version should be stan-
dardized within all the proposals. In order to have some benchmarking reference,
TCP Reno 0 and TCP Sack [30] are generally considered as they are the most
popular versions in current networks.

From the performance point of view, the main focus is put on the effect of the
burstification delay on TCP behaviour [24,108,109]). In fact, the burstfication
process can increase the value of the Round Trip Time and thus decrease the TCP
throughput accordingly. At the same time, the high bandwidth delay product of the
OBS networks contributes to enlarge faster the congestion window than in current
networks and thus increase the TCP throughput [24,25]. As a consequence, the
(timer and/or size) thresholds in the burstification process become important trade-
offs to achieve high TCP performance [108].

On the other hand, TCP over OBS suffers of the so called False Timeout effect
[109]. Due to the bufferless nature of OBS core network and the one-way signal-
ling scheme, the OBS network is subject of random burst losses, even at low traf-
fic loads. The random burst loss may be falsely interpreted as network congestion
by the TCP layer, which is therefore forced to timeout and to decrease the sending
window. Some mechanisms based on burst retransmission are proposed to allevi-
ate the false timeout effect (e.g., [1 13]).

The effect of the packet reordering is addressed in Section 7.6.2 where a lay-
ered framework to measure the reordering introduced by contention resolution
strategies in OBS networks is presented. In particular, characterization is based on
the reordering metrics proposed by the IETF IPPM Working Group. The obtained
results are twofold. First, they quantify the impact of burst reordering on TCP
throughput performance, and secondly, they give insight into solving burst reor-
dering by well dimensioned buffers. '

7.6.2 Burst Reordering Impact on TCP over OBS Networks
7.6.2.1 Imtroduction

In this work, we follow a layered approach to study the viability of OBS as a car-
tier technology for TCP. Firstly, we quantify the introduced reordering at the OBS
layer. With such purposes, we apply the reordering metrics presented by the IETF
in [73], which provide us extensive information. First, they quantify the buffer
size that should be placed at edge nodes to solve reordering at the OBS layer. This
would permit the sending of already ordered packets to the IP layer, so that burst
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reordering would remain transparent to TCP. Second, in the case t‘hat refotrl?enslg;
left to the TCP layer, they provide information about the violation R ﬁe
ACK threshold due to reordering, which allows TCP performance estlllma 011.] e
It is widely known the effect of packet loss on TCP. In TCP den(ii [ t, the
sender of 2 TCP session is notified of a packet loss.by means qf dup kca;1 ] o
knowledgments. In this context, the TCP fast retransrmt‘ algorithm 1: invoke 1to oo
the duplicate acknowledgment threshold (DUP-{XCK) is re?ached.. ds a fesEafved
missing packet is retransmitted and the sender's f:or.lgest}on win ow is hethe;
which decreases TCP throughput significantly. A similar sﬁua’qon ct);culr)suvl&; other
a packet becomes reordered. Note, that in the event of reaching el n-l X
threshold, TCP may consider a reordered packet as lost, even though it is only
d it would later be received. .
layligra?he sake of generality, we quantify r[zc;r]dering 1111 OBﬂSl gzt;:loerse Enacll;r 1i}eDvI:
ion resolution strategies. As in , we deal wi  Def

‘te);asli; cs)?rzztglic;z and combina’tiongs1 of them. Because the order of apph'catlorfl t(;lf e;((i
strategy is essential, combined strategies are named by a concatenatl((:)n OFD EDeﬂ
mer's acronyms. In particular, performance of ConvFDL, ConvDefl, Conv

and ConvDeflIFDL is also here evaluated.

7.6.2.2 Scenario under Study

With evaluation purposes, wWe implement the 16-node COST 266 rafe]:rlienli:eT Itlre(')c:
work [69]. For simplicity, all links have the same length of 200 ]fln;;;lw ic e1‘111 o
duces a link propagation delay of 1 ms. NeMork 1:esources are 0066113311 i
cording to a static traffic demand matrix, obtained from a 2 > l(.;l‘f[)p on
population model [69]. Particularly, a total demand of 9.9 prs is o T;re ) the
network which corresponds to 990 Erlangs for a 10 Gbps line rate. ‘ en{ w(;a. -
length capacity is distributed in the networ.k, S0 Fhat s}‘lort.est path I‘(;)illlltlntg :1211 sE ©
equal blocking probabilities on all links Ge., dlmensmn.mg accor % 0 h; o
lang model [58]). In this context, different network.load situations cand e ac ved
by overdimensioning wavelength capacity by a given factor (denoted as ove
ioni tor in the figures). .
melgg:;giiéasrafﬁc charaftljt;rrisﬁcs, the burs“.t eraﬂme process follov;'(sbi P;);?S(;I;
process and burst length is exponentially dlSt[lbuteFl w1th mean 100th 1 [_t hm
turn. in OBS nodes, the number of add/drop ports 18 unlimited and the swi ching
mau"ix is non-blocking. Besides, the delay fqr burst control Racket grt%cess?g is
compensated by a short extra FDL of appropriate length at the input o1 the trtxlo e.er-
With contention resolution purposes, we assume one FDL per node wi , ?I c -
tain number of wavelengths. The length of this FDL equals the mean bgrs : ans
mission time, defined as the time needed tf’ transmit an average s1zled urs élﬂ:;;
10 ps for 100kbit bursts over 10Gbps data links). Note that the wav: e_ngths‘o s
FDL are shared and the number of wavelength converters per node t}: unFDthJ the.}
Nonetheless, if all wavelengths are occupied upon burst arrival in the X

burst is discarded.
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7.6.2.3 Simulation Results

In this section, we evaluate the performance of the strategies Conv, ConvFDL,
ConvDefl, ConvFDLDefl and ConvDefIFDL in an OBS scenario. We focus not
only on burst loss probability, but also on introduced reordering, which harths
TCP performance as well. Note that a complete characterization of reordering be-
comes important, especially when assessing a protocol's viability over a given
network. With such an objective, the IETF IPPM working group has recently
standardized a set of metrics [73] to characterize reordering effects in generic
packet networks (e.g., OBS networks). In this section, three of them are selected
and further quantified.

Specifically, we evaluate reordering ratio, reordering extent and 3-reordering
ratio, which provide a broad view of reordering in the scenario under study. To
this end, we measure burst reordering between each demand source-destination
pair and we provide global network statistics. Note, that if no wavelength conver-
sion would have been feasible in the network, our conclusions on reordering
would still be valid, as Conv is applied first in all schemes. In the evaluation, we
assume 8 wavelengths in the FDLs mainly due to cost and hardware integration is-
sues. Moreover, to avoid unnecessary load and high propagation delays in the
network, we limit the number of deflections to 1. Previous works demonstrate that
the improvements due to further deflections are marginal [32], as long as a reason-
able amount of flexibility is allowed in the network. The results have been ob-
tained using the event-driven simulation library IKRSimlib [8].

As can be seen in [82], for high and medium loads ConvDefIFDL introduces
the highest reordering, followed by ConvFDLDefl, ConvDefl and ConvFDL.
However, towards low loads, all strategies behave similarly in terms of reordering
ratio. Particularly, the introduced reordering ratio by Conv alone was there not
evaluated. In fact, when applying this strategy all bursts travel along the same path
and no buffering is used. Therefore, no reordering is introduced. Concerning burst
loss probability, it was distinguished that for high loads the performance of all the
strategies that use deflection routing (i.e., ConvDefl, ConvFDLDefl and Con-
vDeflFDL) is poor, as they overload an already highly loaded network. Nonethe-
less, towards lower loads, deflection (alone or combined) decrease burst loss
probability rapidly, as enough network resources become available. The majority
of studies coincide that in a realistic OBS scenario, burst blocking probabilities
should range from 107 to 10°. Particularly, in this operating range, all strategies
introduced the same reordering to the network. However, ConvDefIFDL provided

the best performance regarding burst loss probability. At a first sight, this leads to
the conclusion that this strategy may provide the best compromise between burst
losses and introduced reordering.

In addition, we analyze the possibility to restore burst order directly at the OBS
layer. Then, already ordered packets could be sent to the IP layer, so that burst re-
ordering would remain transparent to TCP. With these purposes, a possible solu-
tion is the placement of buffers on a per flow basis at OBS edge nodes. Such buff-
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ers would store incoming out-of-order bursts, waiting for the e)‘(pected one to be
received. In this context, the reordering extent metric provideg mf_ormahor} about
the mean extent to which bursts are reordered. Therefore, this gives an idea of
these buffers' size. . _

As &épicted in [82], deflection routing technique introduces large extents, in the
order of one thousand. In fact, deflected bursts transverse at leas'f _one more hop
than those that go through the direct path. This accounts for an additional propaga-
tion delay of 1 ms, which is two orders of magnitude greater than tl_Je mean bu{st
transfer time (10 ps in our scenario). Conversely, the use of buffermg such as in
ConvFDL introduces relatively low extents. Hence, these strategies would enable
the restoration of the burst order directly at the OBS layer by means of small buff-
ering capacities. It is noteworthy that towards low loads, the introduced extent by
combined strategies tends to the former (e.g., towards low loads, ConvDeflIFDL
tends to ConvDefl). This is due to the fact that, in a low loaded network, conten-
tions can be solved in the first attempt in most situations. ‘ '

Until now, we have quantified the reordering ratio and mtr'oduced .reordermg
extent for each contention resolution strategy under consideration. ‘While the for-
mer provides a general view of what happens in the network, the la'tte'r evalua'tes
the possibility to restore order directly in the OBS lz_iyer. Note that this mff)rmatlon
provides understanding about the origins of reordering and ejvah1.ates‘ specific solu-
tions to restore it. However, it does not illustrate the dir_ect mphcat}on of re.order-
ing on TCP. It is our goal now to quantify the n-reordering burst ratio. To this end,
we assume n = 3, which matches TCP Reno operation [1]: o

Referring again to [82], it was shown that 3-reordering ratio increases along

with the overdimensioning factor. This could be due to sevgral reasons. For low
loads, deflected bursts have more possibilities to succeed, which wquld increase 3'-
reordering ratio. Moreover, for higher loads, since more reordering exists, this
could decrease 3-reordering. For instance, let us assume a.reordered burst. ch may
happen, that the following ones become also reordered, which could cause ﬂ]JS one
not to be 3-reordered. Further looking at the obtained results the-re depicted, it can
be seen that buffering technique introduces less 3-reordering ratlg than dpﬂec’non,
outperforming ConvFDL all the remainder strategies. For l?etter 11%ustrat10n, a_bso-
Jute 3-reordering ratio was also evaluated in [82]. In fact, it quant.lﬁes the ratio of
received packets, which become 3-reordered or more. The obta.med results' pre-
sented a behaviour inline with the reordering packet ratio. F'or high loads, differ-
ences between the strategies can be appreciated, outperforn?m_g ConvFDL ﬂ.ne re-
mainder ones. However, towards lower loads, in a more realistic OBS scenario, all
strategies behave equally.

7.6.2.4 Impact of Burst Reordering on TCP Performance

In this section, we quantify the impact of burst reordering on _ﬁnal TCP through-
put. Taking into account the already measured 3-reordering ratio at 'Fhe burst layer
in [82], we derive a worst case situation for 3-reordering packet ratio. Then, con-
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sidering both burst reordering and burst loss pemicious effects, we provide a new
figure of merit, called Prg, which quantifies the probability to invoke fast re-
transmit algorithm in TCP Reno. Finally, as the key point of this W(;I‘k, we esti-
mate the theoretical TCP throughput over the scenario under study, which allows
us to conclude on its viability.

For the n-reordering packet ratio, and according to the definition presented in
[73], only the first packet contained in an n-reordered burst is considered as n-
reordered. Intuitively, this leads to think that an upper bound for the n-reordering
packet ratio is given when exactly 1 packet of the TCP flow under study is con-
tained in each burst. One should remind, that the n-reordering packet ratio is
measured on a per TCP flow basis. Therefore, only those packets belonging to the
TCP flow under study are considered (bursts can be composed of more packets ar-
riving from different TCP sessions). To validate this intuitive assumption, analyti-
cal derivations were provided in [82]. Particularly, it was concluded that the fol-
lowing equation must hold to ensure the worst case assumption

1 n
P(N,2n)2—P|N, 2 n— s np,n eN. (7.10)
P 2

where P(N, > n,) denote the Complementary Cumulative Distribution Function
(CCDF) of a burst to become at least #,-reordered and #, stays for the number of
packets of the same TCP flow per burst. In [82], it was obtained the CCDF of the
burst n-reordering ratio for each strategy under study. Indeed, for n,=3 and n,€N,
the gathered results accomplished in equation (10). This demonstrates that the as-
sumption of having one packet of the same TCP flow under study to be contained in
each burst truly contemplates the worst case scenario for the 3-reordering ratio.

This analysis allows us to estimate a worst case for the final TCP throughput,
supposing that TCP runs over the network under study. According to the conclu-
sion above, we assume that 1 packet per TCP flow is contained in each burst. In
such a case, 3-reordering packet ratio coincides with the already measured 3-
reordering burst ratio. Furthermore, we consider that upon contention a burst is en-
tirely dropped. Thus, packet loss probability P; equals to burst loss probability Pg.
Note that if the receiver does not use selective acknowledgments and the sender
uses the basic congestion control presented in [1], reordering has the same effect
as packet loss. In fact, reordered packets which exceed the DUP-ACK threshold
also trigger the fast retransmit algorithm (i.e., as if they would have been lost).
Hence, whether P(V,* > n,) identifies the CCDF function of a packet to become at
least n,-reordered, the probability to invoke fast retransmit algorithm can be stated
as PFR =P(N,*2n,) +PL.

In Fig. 7.16(a), we depict the upper bound for Prz for a DUP-ACK threshold
set to 3. In particular, it is obtained as Prg = P(NV, > 3) + Py, using the results pre-
sented in [82]. As seen, for high loads, Conv and ConvFDL lead to better results,
due to the lower reordering they introduce. However, for lower loads, all com-
bined strategies provide similar performance. This is due to the fact that along this
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range, 3 reordering ratio dominates in front of P;. The fact that Conv. glone pro-
vides substantially worse performance demonstrates the need for additional con-
i lution in OBS networks.

tenlt};nt;elsngw, several analyses have been proposed in the literatur_e to mo@zl thg
steady state throughput of a TCP connection. In [7 8] a model, Wh‘ICh consic efle

both congestion avoidance phase and retransmissions caused by time out, is de-
veloped and an approximated formula for the throughput Brcp of a TCP session
° %;,gein’}.m(b) illustrates, for different RTT values, the theorf:ﬁcfal _TCP throu%il-
put according to this model. Mainly, it depicts Brcp and the limitation due tlc)).li e
receiver limitation window, both function of p (the to’Fal packet loss probability
along the path, or Pgg since, in this scenario, 3-reorde_:r1ng has the same eﬁ;ij:lt ss
packet loss). In this way, given a certain p, the theoretical TCP throughput e

minim fboth curves. .

theAs me;?;fed earlier, OBS networks are usuany djmgnsioned to achieve bug:t
loss probabilities ranging from 107 to 10°°. Looking at Fig. 7.1.6(a), a netw(c;jr}l:1 -
mensioned to achieve these values (from the resglts presented in [82], ov_ezr 183-
sioning the network by 1.25 - 1.35) Woulq experience Prg values from 10 ﬂ:o ’ ,
depending on the strategy used. Observmg_ now Fig. 7.16(b), we ﬁnd‘ a_t, tror
these p values, the performance of TCP is highly affected by the reordering 11111 u;)(-l
duced at the OBS layer. In fact, to assure the proper performance of_ TCP,ps o y
be lower than 102, so that the limiting factor would be the rece_lver advertise

window, rather than the reordering introduced m the n‘etvs.zork. This demonstratt“es
that reordering should be also considered when dmens1og1ng an OBS netwo.rk ﬂ(l)r
TCP traffic. As seen, its impact on TCP is much more significant than Py in the
range of operation of typical OBS networks. Moreowf:r, as far as TCP perfoncnllar;ce
is concerned, almost all combined contention resolution strategies under study be-

——
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have similarly. Although we mentioned earlier that ConvDefIFDL may outperform
the remainder, such improvements are hidden by the fact that 3

-reordering domi-
nates in front of P;.

7.6.2.5 Conclusions

In this section, we propose a layered framework to quantify the impact of burst re-
ordering on TCP performance. First of all, we measure the reordering introduced
by several contention resolution strategies. With such purposes in mind, we use
the packet reorder metrics proposed by the IETF. Two different approaches to
tackle reordering in an OBS scenario have been highlighted and subsequently
evaluated. On the one hand, reordering can be solved directly at the OBS layer, by
means of well dimensioned buffers. On the other hand, reordering can be left to
higher layers, expecting this one to be solved by them.

For the former strategy, we quantify the size of the buffers which should be
placed at OBS edge nodes on a per flow basis. Following this line, we find that
deflection routing prohibits this solution, since the introduced extents are ex-
tremely high. Conversely, we demonstrate that buffering introduces significantly
lower extents, which would, a priori, enable this strategy.

For the latter strategy, we focus on its impact on final TCP Reno performance.
We propose a new figure of merit, named Prg, which considers not only the perni-
cious effects from packet loss, but also the ones from caused by reordering. This
allows us to conclude, based on the model proposed by [78] that the usual OBS
operating range fits no more. On the contrary, network should be dimensioned tak-

ing into account not only burst loss probability, but also burst reordering intro-
duced by contention resolution.

7.7 Conclusions

Ten years ago, the growth of the Internet and its bursty statistical characteristic
were the main drivers to develop innovative data-centric optical transport net-
works. In this context the optical burst switching (OBS) and optical packet switch-
ing (OPS) technologies were proposed as promising network solutions overcom-
ing the typical inefficiency of the circuit switching network. In fact they were
designed with the aim of optimising the utilisation of the WDM channels by
means of fast and highly dynamic resource allocation based on a statistical multi-
plexing scheme.

These ten years of research activities in OPS and OBS covered different, exten-
sively and heterogeneous topics: novel switch architecture with no, partial or full
wavelength conversion, multi-switching architecture, efficient scheduling algo-
rithms, routing with traffic engineering capability, mechanisms to support QoS,
novel TCP mechanism to enhance the random loss behaviour of the OPS/OBS
networks, protection and restoration mechanisms, etc. Some of these topics have
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been reviewed in this chapter. An important issue which is a hot topic of current
research activity is the deployment of control plane in OBS/OPS networks. As a
solution, some studies have initiated to consider a common ciontxol plane based fo;
example on the generalised MPLS protocol (GMPLS). Havmg a common .c;‘ntrot
plane might be desired, in particular, in the. cor%text of coe)ustenc.e of di erin
switching technologies and of the network mlgratlon.towards all-optical netwoF si
Therefore, the loop can be closed allowing the continuous deployment of optica
ircuit switching, OBS and OPS. ‘
CIICI\IIl;;Se";Vhlg:;:,g;owadays OPS/OBS are still not fegsible since the majority of tl}e
required optical devices are not commercially ayallable.or even not proved in
laboratory. This situation creates some slowdoviln interest in these ﬁelds.‘ To fin.ov.e
up and gain insight into OPS/OBS, a more str_lct coop.eratlon_between mte‘r isci-
plinary areas is desired: researchers in photom.c mategal, optical cqmmumcatlon
and optical networking should dedicate efforts in deﬁnmg clear requirements, rec-
ommendations and guidelines and proposing viable solutions.
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