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Abstract

The MinMax scheduling algorithm has been proved to be
fair and efficient for dynamic bandwidth allocation in wire-
less scenarios. In this paper, MinMax is extended to the case
of Internet traffic, which is bursty at all timescales. To do
so, MinMax is equipped with a minimum square error esti-
mate in order to improve bandwidth allocation accuracy.
The proposed MinMax extension is named MinMaxPred,
which has been developed following a novel methodology
that considers the traffic prediction and bandwidth schedul-
ing problem jointly while, traditionally, they were consid-
ered as isolated problems.

1. Introduction and problem statement

In the past, wireless networks, specially those satellite-
based, were devoted to voice and video broadcasting, which
demanded a fixed bandwidth. However, the increasing vol-
ume of best-effort traffic is making the standards change,
with the aim of supporting best-effort Internet services. Ba-
sically, a fixed bandwidth allocation is not adequate for
best-effort traffic due to its inherent burstiness. Alter-
natively, Demand-Assignment Multiple Access (DAMA)
techniques are gaining increasing importance in a wide
range of wireless networks scenarios, both terrestrial and
satellite-based. These techniques are based on resource
reservation on-demand, i. e. resource reservation mes-
sages are sent from the stations to the bandwidth scheduler,
and the best-effort bandwidth is assigned per station accord-
ing to the traffic demand. For example, the current Digital
Video Broadcast (DVB) standard has undergone significant
changes recently, with the introduction of a return channel
from the user stations (DVB-RCS). In this way, the user
stations (Very Small Aperture Terminals -VSATs-) are pro-
vided with reservation slots in the upstream frame and on-
demand bandwidth allocation is made possible. In addition,
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the VSATs may act as bridges for LAN interconnection via
satellite [7]. Furthermore, a growing number of satellites
incorporate On-Board Processing (OBP) and remultiplex-
ing, thus making it possible to reduce propagation delay to
that of a single satellite hop.

However, an open issue is the bandwidth scheduling and
multiple access technique to be adopted. Since traffic is ex-
pected to be bursty at all timescales (due to the self-similar
features of Internet traffic) the stations must continuously
report the traffic demand to the bandwidth scheduler using
reservation mini-slots. Nevertheless, the number of reser-
vation minislots is usually less than the number of user sta-
tions, in order to improve channel efficiency and network
scalability. We will assume that stations have the chance
to produce a reservation request once per RTT to the sched-
uler, i.e. a new bandwidth allocation request will not be sent
before the response from the previous bandwidth allocation
message has been received1. Figure 1 shows the scenario
under analysis.

The station 
sends a resource
reservation message
based on the current
backlog

A resource allocation 
message is sent in response .
The station sends a new resource allocation 
message with the backlog at the end
of RTT k

RTT k RTT k+1
Bandwidth scheduler 

User station 

Figure 1. Network scenario

Note that the above scenario does not preclude that the
frame duration may be less than a Round-Trip Time (RTT).
This is usual for satellite networks, for instance. However,
the number of reservation slots per station is reduced to one
per RTT, thus enabling to shorten the control part of the

1Processing time at the scheduler is neglected
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frame. On the other hand, the upstream frames are reconfig-
ured (due to bandwidth allocations) only once per RTT and
both network control and synchronization are greatly sim-
plified. In fact, since the processing power at the bandwidth
scheduler is limited (specially in OBP scenarios) frequent
frame reconfigurations have a negative impact on perfor-
mance.

Despite of the many variants of DAMA protocols, the
following approach can be adopted for modeling purposes
[3, 8] (figure 1): Time is slotted in RTT-slots and, at the
beginning of the current RTT-slot k, a reservation request
is sent from the user station through reservation minislots,
possibly involving contention among the stations. Then, a
bandwidth allocation message is received in response from
the bandwidth scheduler, with the allocated bandwidth for
the next RTT-slot k+1 (figure 1). Since only traffic already
backlogged at the beginning of RTT-slot k is covered by the
reservation request message, traffic arriving during RTT-
slot k is necessarily buffered until transmission in RTT-slot
k + 22. Thus, in order to reduce access latency and increase
channel utilization, the bandwidth allocation for the next
RTT-slot should also include resources for traffic arriving
at the current RTT-slot. However, in that case, bandwidth
scheduling can only be performed with an estimate of the
incoming traffic, since the reservation request message is
sent prior to the arrival of packets for which the reservation
is performed. This issue has been identified in a number
of papers (see for instance [8]). Consequently, both band-
width scheduling and traffic prediction algorithms are key
to bandwidth allocation performance. Let λk be the amount
of traffic (bytes) arriving during RTT-slot k. The simplest
estimate λ̂k is λ̂k = λk−1, i.e. traffic at the next RTT-slot
will be the same as that in the current RTT-slot. However,
Internet traffic is bursty at all timescales and abrupt load
changes are expected to occur at the RTT-slot timescale,
leading to inaccurate bandwidth allocation. An alternate
approach, that is proposed in this paper, is to take advan-
tage of the long-range dependence features of Internet traf-
fic and employ a Linear Minimum Square Error Estimate
(LMSEE). Such estimate has also been used to effectively
tackle the traffic prediction problem in a number of network
scenarios [1, 2, 11, 10]. However, traditionally, traffic pre-
diction and bandwidth scheduling are performed in a se-
quential fashion. First, an estimate of the incoming traffic
is provided by the traffic prediction algorithm. Then, such
estimate is made available to the bandwidth scheduling al-
gorithm. In the context of MinMax bandwidth scheduling
and Internet traffic prediction, a departure from the tradi-
tional methodology is pursued in this paper. The MinMax-
Pred algorithm is presented as a joint traffic prediction and
bandwidth scheduling technique that provides, in a single

2The reservation request message covering traffic arriving during RTT-
slot k is sent at the beginning of RTT-slot k + 1.

step, the same performance that a traffic prediction tech-
nique and a bandwidth scheduling technique applied se-
quentially would yield. Furthermore, if sources have the
same variance in the marginal distribution, a closed-form
analytical expression for the bandwidth allocation per sta-
tion can be obtained.

1.1. MinMax scheduling

Minmax scheduling has been proposed in [3] as a fair
algorithm that outperforms previous scheduling techniques
in the context of DAMA schemes (Wireless ATM). Fig-
ure 2 ([3]) shows the dynamic capacity allocation model,
a DAMA system supporting N sources on a Λ Mbps up-
link. Let us assume that the channel is slotted and pack-
ets are constant length. Let λi

k, i = 1, . . . , N be the de-
mand (bytes) from each source at the end of slot k. Let
xi

k, i = 1, . . . , N be the buffer occupancy at the end of slot
k and let F i

k, i = 1, . . . , N be the allocated bandwidth to
source i in RTT-slot k. MinMax is based on the assump-
tion that traffic rates change with a larger time constant in
comparison with the RTT-slot duration, namely the demand
for RTT-slot k is considered to be equal to the demand for
RTT-slot k − 1 (λi

k = λi
k−1). Then, the buffer dynamics at

the source are given by

xi
k = max{0, xi

k−1+λi
k−1−F i

k} = max{0, xi
k−1+λi

k−F i
k}

(1)
for i = 1, . . . , N where

∑N
i=1 F i

k = Λ. The MinMax
bandwidth allocation policy can be defined as follows.

Bandwidth allocation policy I (Min Max): At each
RTT-slot, the task is to find F i

k, i = 1, . . . , N values so that
the quantity

max
i

{(xi
k−1 + λi

k−1 − F i
k)+} (2)

is minimized, where (y)+ = max{0, y} for all y, and
subject to

N∑
i=1

F i
k = Λ, F i

k ≥ 0 (3)

It has been shown [3] that the MinMax allocation strat-
egy provides very good performance in certain congestion
scenarios. However, while the approximation λi

k = λi
k−1 is

valid during congestion epochs [3] it may not hold if the
incoming traffic is highly bursty, like in the Internet. In
this paper, the MinMax algorithm is extended to the case
of traffic changing at all timescales. First, an extension of
MinMax is proposed which makes use of a LMSEE for self-
similar traffic (Bandwidth allocation policy II). This is an
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Figure 2. Bandwidth allocation model

improvement to MinMax, that results in smaller buffer oc-
cupancy in comparison to a MinMax bandwidth scheduler
with no prediction (2). Secondly, the MinMaxPred resource
allocation rule is presented (Bandwidth allocation policy
III), that is equivalent to the bandwidth allocation policy II
but has been developed with a novel approach that considers
resource allocation and traffic prediction jointly. While the
LMSEE λ̂i

k, i = 1, . . . , N is used as an input to the Min-
Max algorithm in bandwidth allocation policy II, the start-
ing point of MinMaxPred is the application of the MinMax
criteria to the a-posteriori random vector of traffic demands.
Consequently, MinMaxPred introduces a novel methodol-
ogy that serves to effectively bridge the gap between traffic
prediction and resource allocation. Furthermore, MinMax-
Pred allows to obtain a closed analytical formula for the F i

k

if sources have the same variance.
The rest of the paper is organized as follows: section 2

presents the methodology and section 3 is devoted to anal-
ysis. Then, results and discussion are presented in section
4, followed by the conclusions that can be drawn from this
research.

2. Methodology

Our methodology relies on two fundamental assump-
tions: First, the traffic marginal distribution is (trun-
cated)Gaussian3, secondly, the Hurst parameter remains
constant. In order to better understand the rationale be-
hind these assumptions let us briefly present the concept
of self-similarity. Let {Z(t), t ∈ R} be the continuous
time process of number of bytes transmitted in the inter-
val [0, t) and consider the discrete-time process {λk =
Z(kδ) − Z((k − 1)δ), k ∈ N, k ≥ 1, Z(0) = 0}, with δ
being the frame duration. Note that λ denotes the (station-
ary) discrete process of number of bytes per frame. Now,
consider the aggregated process

3In what follows we will assume a truncation in the Gaussian distribu-
tion to the positive values

λi(n) =
1
n

ni∑
k=n(i−1)+1

λk, n > 1, i ≥ 1 (4)

and let ρ(n)(j) with j > 1 be the autocorrelation func-
tion of {λi(n), i = 1, 2, . . .}. The process λk is asymptoti-
cally second-order self-similar if

lim
n→∞ ρ(n)(j) =

1
2
((j + 1)2H − 2j2H + (j − 1)2H) (5)

where H is the Hurst (or self-similarity) parameter. For
1/2 < H < 1 the autocorrelation function in (5) decays
slowly, thus being not summable, and we call {λk, k ≥ 1}
long-range dependent. Note that the index n in (4) de-
fines a traffic timescale. On the other hand, equation 5
states that self-similarity is an asymptotic property, namely,
it only happens when n → ∞. In practice, there is a cutoff
timescale beyond which the traffic behaves approximately
as a stationary Gaussian self-similar process with constant
H parameter [9], while the short timescales show complex,
multifractal behavior. This behavior has been clearly identi-
fied in a number of recent studies [5] that confirm that there
is no single characterization for traffic at all timescales. In-
tuitively, the number of packets per time interval can be ar-
bitrarily small if we select a timescale small enough. Hence,
for a very short timescale the marginal distribution of the
arrival process is not Gaussian but discrete. As we increase
the timescale, by the Central Limit Theorem, the statisti-
cal multiplexing of packets coming from a larger number of
sources results in a Gaussian process. As the network band-
width increases more packets from different sources can be
accommodated in smaller timescales and for timescales be-
yond a certain cutoff value the number of bytes per interval
are well modeled by a Fractional Gaussian Noise (FGN)4.
Thus, for packet-switched networks the traffic dynamics at
low timescales are relevant, specially at low or intermedi-
ate load [4]. However, in our case study, we are concerned
with the number of bytes per RTT-slot only. Since a large
number of packets can be accommodated in a slot duration
(RTT) we may safely assume that the number of bytes per
RTT-slot can be characterized as a FGN. On the other hand,
it will also be assumed that sources have the same variance
in the marginal distribution and same H parameter.

2.1. LMSEE for self-similar traffic

In this subsection, we provide the LMSEE that will be
used along the paper. Our goal is to estimate λi

k, i =
1, . . .N with the information provided by λi

k−1, . . . , λ
i
k−n,

4An FGN is defined as the increments of a Fractional Brownian Motion
[9].
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with n being the process history that is used to forecast the
next sample. Due to the process stationarity, the problem
is equivalent to finding an estimate for λi

n+1 provided that
λi

1, . . . , λ
i
n are known. On the other hand, since {λi

k, k >
0} is a Gaussian process any finite set of the random vari-
ables λi

k’s is a multivariate Gaussian random variable with
mean vector µ = (µ1, . . . , µN ), variance σ2 and covari-
ance matrix Σ = {Spq} with p, q = 1, . . . n. For a FGN,
the covariance matrix of the Gaussian multivariate random
variable (λi

1, . . . , λ
i
n) is defined as follows:

Spq =
1
2
σ2
[
(|p − q| + 1)2H − 2|p − q|2H + (|p − q| − 1)2H

]
(6)

with p, q = 1 . . . n. The LMSEE λ̂i
n+1 is obtained as the

mean of the a-posteriori distribution of λi
n+1|(λi

1, . . . , λ
i
n)

[6, Theorem 3.3.1].

λ̂i
n+1 = µi + Ψ21Ψ11

−1(λi
1 − µi, . . . , λi

n − µi)′ (7)

where Ψ21 = (S(n+1)1, . . . , S(n+1)n) and Ψ11 =
{Spq} for p, q = 1, . . . n.

3. Analysis

First, the bandwidth allocation policy II is presented
(MinMax equipped with LMSEE for self-similar traffic),
followed by the MinMaxPred algorithm (bandwidth allo-
cation policy III).

Bandwidth allocation policy II (Min Max with
LMSSE): At each RTT-slot, find F i

k, i = 1, . . . , N values
so that the quantity

max
i

{(xi
k−1 + λ̂i

k − F i
k)+} (8)

is minimized subject to the restriction indicated by (3).

The former bandwidth scheduling algorithm outper-
forms MinMax simply because incoming bytes are esti-
mated more accurately. Note that the development of band-
width allocation policy II follows the traditional approach
that considers traffic prediction and bandwidth scheduling
as sequential procedures. In fact, this bandwidth allocation
policy is the result of applying bandwidth allocation policy
I (MinMax) to the LMSEE λ̂i

k (7).
In order to define MinMaxPred, let Yk = (Y 1

k , . . . , Y N
k )

be the unsatisfied demand at RTT-slot k, namely Y i
k =

xi
k−1 + λ̂i

k − F i
k, i = 1, . . . , N . On the other hand, let

Zk = max(Y 1
k , . . . , Y N

k ), k = 1, 2, . . ..

Bandwidth allocation policy III (MinMaxPred): At
each RTT-slot, find F i

k values so that the quantity

FZk
(c) = P (Zk ≤ c) = P (max(Y 1

k , . . . , Y N
k ) < c) (9)

is maximized, where c is a positive real value.

Note that Zk is a random variable, which is equal to the
Nth ordered statistic of Y 1

k , . . . , Y N
k . On the other hand,

Y i
k are independent Gaussian random variables with mean

xi
k−1 + λ̂i

k − F i
k, for i = 1, . . . , N . The following lemma

constitutes the cornerstone for MinMaxPred.

Lemma 1 If all sources have the same variance in the
marginal distribution and H parameter, the bandwidth al-
location policies II and III are equivalent.

The proof is given in the Appendix. The previous lemma
states that MinMaxPred is the MinMax bandwidth allo-
cation policy with LMSEE. However, MinMaxPred is de-
veloped from the a-posteriori random vector of demands
(Y 1

k , . . . , Y N
k ). This methodology allows to obtain a closed

expression for the bandwidth allocations F i
k, i = 1, . . . , N ,

as stated in the following lemma.

Lemma 2 If all sources have the same variance and H pa-
rameter then, for each RTT-slot k, bandwidth allocation
policies II and III yield

F i
k =

(
xi

k−1 + λ̂i
k +

1
N

(
Λ −

N∑
k=1

(
xi

k−1 + λ̂i
k

)))+

(10)
The proof is given in the Appendix.

4. Results and discussion

A simulation model of the system depicted in figure 2
has been used in order to i) verify the analytical results and
ii) evaluate the performance of the different bandwidth allo-
cation policies. The simulator is based on (1) and has been
written in Scilab script language. Sources have been mod-
eled as independent Fractional Gaussian Noises (FGNs).
The FGN parameters are set to those inferred from the Bell-
core traces (Hurst parameter H = 0.78), which have also
been used in other studies [9, 11, 10]. The coefficient of
variation c2

v = σ2/µ2 is set to 0.2 and 0.3, according to
previously reported figures. Variance is left constant and
the mean µ is equal to 1.3 and 1.55 Mbps respectively.
The different load conditions are achieved by varying the
link bandwidth accordingly, with a fixed number of sources
equal to 10.

The average number of bytes in queue is depicted in fig-
ure 3. The results showed that the use of bandwidth allo-
cation policies II/III is advantageous with respect to Min-
Max. This improvement was expected since the LMSEE
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Figure 3. Average queue length

(7) was used to forecast incoming traffic, whereas MinMax
assumed that the traffic rate was constant from one RTT-slot
to the following. On the other hand, and most importantly,
the bandwidth allocations F i

k were obtained with the closed
expression (10), thus alleviating the processing burden at
the bandwidth scheduler. Finally, the results confirmed that
bandwidth allocation policies II and III(MinMaxPred) are
equivalent5.

5. Conclusions

In this paper, a novel BW allocation policy (MinMax-
Pred) has been introduced that extends MinMax to the
case of bursty Internet traffic. Furthermore, MinMaxPred
has been developed using a methodology which departs
from traditional schemes and considers traffic prediction
and scheduling jointly. We believe such methodology will
be most useful in the development of future bandwidth
scheduling algorithms.

A. Proof of lemma 1
The following preliminary lemma will be used to show

lemma 1.

5Simulation results for both BW allocation policies are exactly the
same. Thus, only one curve is displayed in figure 3.

Lemma 3 Let F (x1, . . . , xN ) =
∑N

i=1 log(xi), with xi >

0, i = 1, . . . , N . Subject to the restriction
∑N

i=1 δi =
K, K > 0, the N-tuple (δ1, . . . , δN ) that makes F (x1 +
δ1, . . . , xN + δN ) reach a maximum is the same that makes
mini{xi + δi} reach a maximum.

Proof. The problem is to maximize a concave objective
function under a single linear constraint. Hence, a simple
exchange argument shows that in order for

∑N
i=1 log(xi)

to be maximized, for given xi > 0, i = 1, . . . , N it must
be the case that if xi + δi > xj + δj then δi = 0, i. e.,
mini{xi + δi} is maximized.

Now, lemma 1 will be proved. Since sources are as-
sumed to be independent then:

P (Zk ≤ c) = P (
N⋂

i=1

{Y i
k ≤ c}) =

N∏
i=1

P (Y i
k ≤ c) (11)

for all k > 0. Since the logarithm is a monotonically in-
creasing function the maximum of P (Zk ≤ c) is attained at
the same value that log(P (Zk ≤ c)) =

∑N
i=1 log(P (Y i

k ≤
c)). By lemma 3 the N-tuple (δ1, . . . , δN) that makes∑N

i=1 log(P (Y i
k ≤ c)) reach a maximum is the same that

makes mini{P (Y i
k ≤ c) + δi} reach a maximum. Conse-

quently, in order to maximize P (Zk ≤ c) (BW allocation
policy III) the maximum variation is obtained by maximiz-
ing the minimum of P (Y i

k ≤ c), i = 1, . . .N . Since the
variables Y i

k are Gaussian with the same variance and mean
xi

k−1 + λ̂i
k − F i

k this is equivalent to finding the F i
k values

so that the quantity

max
i

{xi
k−1 + λ̂i

k − F i
k} (12)

is minimized, which is precisely the bandwidth alloca-
tion policy II.

B. Proof of lemma 2
Lemma 1 shows that bandwidth allocation policies II and

III are equivalent. Let us take bandwidth allocation policy
III. The problem is to find, for all k, the bandwidth alloca-
tion F i

k, i = 1, . . . , N that maximizes

log(P (Zk ≤ c)) =
N∑

i=1

log(P (Y i
k ≤ c)) (13)

subject to

N∑
i=1

F i
k = Λ

F i
k ≥ 0 (14)

We use the Lagrange Multipliers Theorem to find the
maximum. Note that the critical points are those that make
the partial derivatives of
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G(F 1
k , . . . , FN

k ) = log(P (Zk ≤ c)) − ψ

[
N∑

i=1

F i
k − Λ

]

(15)
be equal to zero, with ψ > 0, i.e.,

∂G(F 1
k , . . . , FN

k )
∂F i

k

= 0 i = 1, . . .N (16)

Since the function in (15) is continuous and the region
defined by (14) is compact then a maximum is necessarily
attained in the region. First, it will be shown that (16) has
only one solution that fulfills (14). Since

P (Y i
k ≤ c) =

1√
2πσ

∫ c−(xi
k−1+λ̂i

k
−F i

k
)

σ

−∞
e−

x2
2 dx (17)

then (16) can be written as

∂log(P (Y i
k ≤ c))

∂F i
k

=
1√

2πσ2 e
− 1

2

(
c−(xi

k−1+λ̂i
k
−F i

k
)

σ

)2

1√
2πσ

∫ c−(xi
k−1

+λ̂i
k
−F i

k
)

σ

−∞ e−
x2
2 dx

= ψ

(18)
for i = 1, . . . , N . On the other hand, the functions

f(y) =
e−

y2

2∫ y

−∞ e−
x2
2 dx

(19)

gi
k(y) =

c − (xi
k−1 + λ̂i

k − y)
σ

are monotonically decreasing (f ) and monotonically in-

creasing (gi
k) then ∂log(P (Y i

k≤c))

∂F i
k

= (f ◦ gi
k)(c), i =

1, . . . , N is monotonically decreasing for i = 1, . . .N and,
thus, the solution of system (18) is unique and can be found
by inspection to be

c − (xi
k−1 + λ̂i

k − F i
k)

σ
=

c − (x1
k−1 + λ̂1

k − F 1
k )

σ
(20)

for i = 1, . . . , N . Apply the boundary condition∑N
i=1 F i

k = Λ (14) to obtain

F i
k =

(
xi

k−1 + λ̂i
k +

1
N

(
Λ −

N∑
k=1

(
xi

k−1 + λ̂i
k

)))+

(21)
which is precisely equation 10.
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