Processing of Ethernet Framesin Linux

The operations at the physical layer and the MA@Hare generally implemented
in hardware on the network interface card. Theatmmns at the data link layer, such as
the construction and demultiplexing of frame® performed in the device drivers of
the network interface cards.

Each network interface is associated with a dewvdger. A device driver is
responsible for the data exchange between the Lopexating system and the network
interface card, generally via memory mapped I/On Figure 2.6 we show the
operations of an device driver for an Etherneta@hen it processes an IP datagram.
The figure also includes the driver of the loopbatierface. Recall that the loopback
interface is a virtual interface, which is presemt any Linux system and which is
generally assigned the IP address 127.0.0.1.

If a host sends a packet to the loopback interfdxeepacket is immediately returned
to the network layer of the host. Thus, the loogbiterface permits a host to send
packets to itself. When an IP module on a Linuxt h@nsmits an IP datagram on an
Ethernet card, the device driver first tests if seading host should also receive the IP
datagram, and if so, passes the IP datagram todpback driver.

The sender of a datagram should receive the IRyGata when the IP destination
address is a multicast or broadcast address or wieelP destination address matches
one of the IP addresses of sending host. If thi®ighe case, the Ethernet driver tests if
it knows the MAC address for the destination IPradsl.

If not, the ARP protocol, is invoked to resolve MAC address and the datagram is
kept in a buffer until the MAC address becomes lab&. If the MAC address is
known, the Ethernet driver constructs the Ethefreahe with the format shown in
Figure 2.3.

Once the frame is constructed, the Ethernet destiner passes the frame to the
Ethernet card. The MAC and physical layer are heshdly the hardware on the Ethernet
card, and are not part of the Linux operating sysé/hen an Ethernet frame arrives at
a network interface card, the interface cards abkemnthe frame, writes the frame into a
memory location, and issues a signal to the Linperating system. Then, the device
driver for the appropriate network interface reaasl demultiplexes the frame. As
shown in Figure 2.3, if the packet is an ARP messthg payload of the frame is
passed to ARP, and if it is an IP datagram, thégaalyis passed to the IP module.
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Figure 2.3. Ethernet Frame Formats,
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Figure 2.6. Ethernet and loopback device drivers (from W. Stevens: TCP/IP Tllustrated. Volume 1).

When a datagram is transmitted it can be procdsgedher, the loopback driver, or
the Ethernet driver, depending on the IP addrestheofoutgoing datagram. If the IP
address is not the local loopback address, thegatais filtered one more time to
determine if the address is a broadcast or muttiaddress, in which case it is sent
directly to the Ethernet network with the approfidardware address and is also
placed on the device’s input queue for local preices

If the IP address is none of the above, the dichercks the ARP cache to determine
if the hardware address is available. If the ARBheadoes not contain the destination
IP address, the driver calls the ARP module to smrican ARP query. Once the ARP
response comes back, it is processed and the ogtgmcket is transmitted. All
incoming packets are filtered to separate ARP feafm@m IP datagrams. The former
are used to update the ARP cache and the latt@assd on to the input queue.



