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Abstract The Internet is composed of thousands of networks, interconnected
to provide end-to-end IP (Internet Protocol) connectivity. However, Very little
public information is provided about these networks and their interconnec-
tions. The information needed to create an Internet map of the routers and
the links between those routers must be derived from techniques for discover-
ing IP addresses (traceroute) and for associating IP addresses that belong to
the same router (IP aliases). Both processes IP address discovery and IP alias
resolution require a large measurement infrastructure, and they introduce vari-
able amounts of traffic into the network. Although systematic proposals have
been made for creating a scalable IP address discovery system, the equivalent
system for resolving IP aliases is far from being determined. In this paper,
new proposals for obtaining a scalable IP aliasing system are evaluated and
compared with existing solutions. Distributing measurements along multiple
vantage points (spatial distribution) and extending probing tasks over time
(temporal distribution) have been identified as the key methods for reducing
the overhead of IP alias resolution.

Keywords Networks · Protocols · Performance evaluation, Quality of service

1 Introduction

Over the past decade, the interest in the Internet mapping has increased sig-
nificantly. Since the creation of the Traceroute in 1987 [1], significant effort has
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been put into creating a map of the Internet using only IP address discovery
techniques. The resulting maps are graphs composed of nodes (IP addresses)
and the links between these nodes (adjacencies detected in the Traceroute
paths). And include as many router IP addresses as possible. Example of these
efforts include Skitter [2], Rocketfuel [3], and more recently iPlane [4], ARK
[5] and DIMES [6].

However, numerous applications require a router-level Internet map, a
graph composed of nodes representing routers and links representing the con-
nectivity between the interfaces of the various routers. Therefore, several IP
addresses corresponding to different interfaces of the same router are aggre-
gated into the same graph node. Those IP addresses are called IP aliases and
the process is called IP alias resolution [7].

Router-level topology maps are rarely made available by Internet service
providers (ISPs) due to security reasons or to a reluctance to share infor-
mation with competing companies. However, this information is useful when
attempting to improve Internet application scaling. For example, a router-level
Internet map could help create a more realistic network simulation. Currently,
most Internet simulations use techniques related to synthetic network genera-
tion based on analytical models [8][9] but it is unclear if they are representative,
due to a lack of evidence [3].

Router-level Internet maps can also be used in P2P (Peer-to-Peer) bal-
ancing schemes [10] and routing protocols [11]. For P2P overlay networks, it
is important to know the real network structure to send through the actual
closest peers [12]. Another potential application for these maps is selecting the
best ISP based on, for example, the path bandwidth [13]. For tasks related
to network administration, this type of map can be used to reveal possible
bottlenecks and can also be used to predict paths and latencies, as proposed
in [14].

When facing security problems, a router-level Internet map can be used
to locate the exact source point of a denial of service attack [15]. Finally,
geolocation systems can also be improved using the geolocation of intermediate
points in the network. The fact that two or more IP addresses belong to
the same geographical point provides more information when attemping to
determine the correct location for the rest of the IP addresses [16].

As stated before, the creation of router-level Internet maps involves two
separate tasks: IP address discovery and IP alias resolution. IP address discov-
ery has traditionally been performed with the traceroute tool, but the record-
route option in the IP header can also be used. Recently, a variant called
the paris-traceroute [17] was shown to obtain better results by avoiding the
load-balancing effects in the Internet paths.

A more recent discovery tool called MERLIN [18] tries to solve some of the
drawbacks related with the filtering of probe packets and the lack of responses
in tools like traceroute. By mixing IGMP probes, traceroutes and the Ally
resolution technique [3] (explained later), Merlin is able to discover the routers
in different Autonomous Systems.
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This paper focuses on the IP alias resolution task; The existing IP alias
resolution techniques present serious scaling difficulties. Section 5 will show
that the best identification results are obtained with those IP alias resolution
techniques that have a quadratic cost in time and bandwidth with regard to
the number of IP addresses. The application of these techniques to large-scale
Internet maps is therefore not realistic. Other IP alias resolution proposals have
linear costs with regard to the number of IP addresses, but suffer from greater
rates of misidentification. This paper analyzes two alternatives for achieving
scalability, even for IP alias resolution techniques with quadratic costs: the
distribution of probing between several vantage points (spatial distribution)
and extending probing campaigns over time (temporal distribution). These
enhancements which help cover bigger network topologies, are analyzed in
detail in this paper.

The main contribution of this paper is to prove that it is possible to per-
form an alias resolution in extensive networks by using those alias resolution
techniques that provides the best identification results. Those techniques have
just the drawback of quadratic cost like Ally-based techniques. However, this
extra cost can be assumed thanks to the distribution of active probing in time
and space. Extending the measurement campaigns in larger time intervals is
possible thanks to the stability found in alias for Internet routers up to 30
days. At the same time, active probing measurements can be distributed be-
tween a larger set of vantage points. Therefore, the extra cost in the amount
of probing traffic and the processing of these techniques can be assumed with
the advantage of providing the best alias resolution results.

Another interesting finding of this work is related with the lack of guides to
select the right probing parameters depending on the network scenario like for
example the time between packet probes to avoid packet filtering in routers.
In this paper, a design rule of RadarGun [19] parameters has been provided
to optimize the identification results.

This paper is organized as follows: Section 2 presents the main IP alias
resolution techniques and the concerns in obtaining a router-level Internet
map. Section 3 presents the real network scenarios used in the evaluation.
A study of router stability is performed in section 4. Section 5 presents the
evaluation of IP alias resolution techniques with linear and quadratic costs.
Section 6 considers the scalability concerns related to IP alias resolution in
large-scale router-level Internet maps. Finally, the conclusions and future work
are presented.

2 Previous studies on IP alias resolution

There are several proposed methods for IP alias resolution in the literature,
but they may provide incomplete or even false identification results. Several
types of results can therefore be distinguished. Two IP addresses can be tagged
as positive (or true positive) when both IP addresses belong to the same router
or negative (or true negative) when they do not belong to the same router.
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When an insufficient number of response packets are received from the IP
addresses to complete the identification, the technique will produce an error.
Finally, if the technique has all the needed packets but the information required
for identification cannot be retrieved (for example, the response packets are
empty), the output is unknown. IP alias resolution techniques can also provide
incorrect information. When a technique provides a positive result and both
IP addresses actually belong to different routers, the result is called a false

positive. The same occurs for the reverse situation; if a technique provides a
negative result when both IP addresses actually belong to the same router,
the result is called a false negative.

These possible results help evaluate IP alias resolution techniques using
metrics such as accuracy, completeness, efficiency and distributability [20].
Accuracy measures the number of errors committed during the IP alias reso-
lution. Completeness measures the ratio of aliases and non-aliases that have
been identified, compared with the total number of IP addresses pairs. Effi-
ciency is related to the intrusiveness of the method. Distributability indicates
whether data collection and processing can be distributed among variouos van-
tage points (controllable nodes that generate probe packets), and is therefore
scalable. These four metrics will be reviewed in the following sections.

One of the first proposals for IP alias resolution was the Mercator technique
[21], which was used by the CAIDA research group in the well-known topology
tool called Skitter [2]. Mercator is based on the default behavior of certain
routers when some of its interfaces have to answer a UDP packet that was
sent to an unused port. A common behavior in this situation is to return
an “ICMP port unreachable” packet from one specific interface of the router
with the shortest-path to the destination. UDP probing packets that are sent
to different target IP addresses belonging to the same router are answered with
“ICMP port unreachable” packets that share the same source IP address. One
probing packet per IP address is enough to perform this technique, but the
vantage point has to be the same for all probing. The identification rates using
this technique are not good, because the response packets are mostly filtered
out by the routers [22].

The next advance in the field came from the development of a technique
called Ally [3], which is used in the Rocketfuel monitoring tool and is based on
the IP identification field (IPID) of the IP header. Due to segmentation and
reassembly issues in the IP protocol, the IPIDs from different IP packets should
be different. A common implementation of the IPID is the use of an incremental
counter. Each new packet increases the counter by one unit, and this value is
used to fill up the IPID field in a new IP datagram generated by the router.
The counter is shared by all router interfaces, and therefore the IPIDs from the
different interfaces in the router will show an incremental, correlated pattern.
Because this IPID counter is increased by any traffic generated (not forwarded)
by the router, the probing has to be performed in short time intervals to avoid
possible interference from traffic external to the probing.

Ally is based on sending three UDP packets to an unused port. The first
two probe packets are sent back-to-back to the two IP addresses being checked
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for aliasing. One second later, a third probe packet is sent to the IP address
whose “ICMP port unreachable” response was received first. The distance be-
tween the first and the last IPID must be less than 200 IPIDs to identify both
IP addresses as aliases. Improvements to the Ally technique were presented in
[23], where modifications were introduced, for example, in the type (ICMP in-
stead of UDP), number and timing between probe packets. Significantly better
identification results are obtained with these variants that will be referenced
in this paper as Ally-based techniques.

Another proposal uses the prespecified timestamp option in the IP header,
which selects up to four IP addresses and receive the timestamps from those IP
addresses [24]. Typical implementations provide millisecond timestamps that
check wether two IP addresses are aliases (aliases have the same timestamp).

Finally, there is a set of inference methods for IP alias resolution that is
based on graph analysis without using any extra probe traffic. The methods
use heuristics to join the expansion trees obtained by different traceroutes.
The analytical Alias Resolver (AAR) [25] and the Analytical and Probe-based
Alias Resolver (APAR) [26] are examples of these methods. However, their
identification results are worse than those obtained with Ally-based techniques
[23][27].

With Ally-based techniques [23], the probing must be performed by pairs of
IP addresses, and therefore, as the number of IP addresses (N) in the topology
increases, the cost of the Ally-based methods not only increases, but increases
quadratically.

To solve this scalability problem, the RadarGun tool [19] was proposed.
This tool uses the IPID values returned in response to UDP and TCP probe
packets to derive the so-called “velocity modeling process” [19], which mod-
els the growth profile of IPIDs per target IP address. The model performs
a linear regression, which describes the IPIDs received by each IP address.
For each point, the error is the distance between the original line for the first
IP address and the point of the second IP address. If the mean of the er-
rors is more than a specific threshold, both IP addresses will be cataloged as
non-aliases. Otherwise, the IP addresses will be considered aliases. RadarGun
sends, back-to-back probing packets from a centralized vantage point to all
target IP addresses simultaneously and uses 30 probe packets per target IP
address to perform its velocity modeling. RadarGun probing is not performed
by pairs of IP addresses, thus reducing the overall cost to a linear O(N). How-
ever, RadarGun has problems with large network topologies because the time
between probe packets to the same target IP address can be too long, thereby
producing IPID wrapping [22].

MIDAR (Monotonic ID-Based Alias Resolution) [28] has been proposed by
CAIDA as an evolution of RadarGun. The method is based on the same idea
as RadarGun but changes the way the returned IPIDs are processed, keeping
the overall cost to linear O(N). MIDAR can collect IPID data from several
vantage points simultaneously and aliases are identified using monotonicity
tests rather than proximity tests. The main drawback of this tool is that it
does not provide information about non-alias: pairs of IP addresses that do
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not belong to the same router. MIDAR results are good in identifying alias but
it does not provide a good completeness ratio because of the lack of non-alias
identification. This drawback also causes not knowing when the alias resolution
process has finished because only when all possible pairs of IP addresses have
been identified as alias or non-alias it can be said that the process has finalized.

Reduction methods are used to reduce the number of probe packets needed
for IP alias resolution [29] and are based on a pre-selection of IP address pairs
that are more likely to be aliases and the subsequent application of Ally-based
techniques to just that subset of IP addresses pairs. These reduction methods
significantly decrease the number of IP alias resolution tests that need to be
performed, but they can also reduce the completeness of the analysis.

Three reduction methods are described in the literature, according to the
attributes used to preselect the IP address pairs: TTL-based, IPID-based and
IPoffset-based. A TTL-based reduction method [4] is based on the fact that two
IP addresses that belong to the same router will face a close hop count when
measured from a single vantage point. Although both IP addresses belong
to the same router, probe packets can follow different paths to reach each
interface and, therefore, some difference in the hop count is allowed. The IPID-
based reduction method [30] determines that two IP addresses that belong to
the same router will send packets using similar IPID numbers. This reduction
method requires extra probing to obtain the IPID values, compared to a TTL-
based method where the hop count information can be extracted from the
traceroutes. For the IPoffset-based method [31], the IP offset metric is defined
as the difference between two IP addresses considered as two unsigned integer
numbers. The method is based on the fact that the probability of finding aliases
increases significantly in IP address pairs belonging to some specific IP offsets.
Without any extra probing traffic, the IPoffset-based reduction method allows
researchers to reduce the number of IP address pairs that need to be checked
for aliases to 10% [31], keeping the accuracy and completeness of the original
IP alias resolution technique almost intact.

When creating extensive router-level Internet maps, IP alias resolution
techniques are slow and need to introduce significant probe traffic into the
network. Although Mercator is scalable (one probe packet per target IP ad-
dress is enough), its identification results are very poor [23]. The Ally-based
methods provide better identification results at the cost of making identifica-
tion by pairs of IP addresses, which is not scalable. Reduction methods help
to decrease the overall cost in processing time and the amount of probe traf-
fic, but with uncertain effects in terms of accuracy and completeness. We will
evaluate These effects and present improvements for Ally-based to obtain a
level of scalabilitity closer to that of RadarGun.

3 Network scenarios

Four networks have been chosen in this paper to verify the performance of
alias resolution techniques: Geant (pan-European data network [32]), Canet4
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Table 1 Size and known data about selected network scenarios

Network Routers IP Number of Aliases
addresses aliases percentage

Canet4 6 103 1225 23.78
GlobalNOC 16 569 13832 8.58

Geant 19 493 7441 6.11
PlanetLab subset 1 - 1971 - -
PlanetLab subset 2 - 1282 - -
PlanetLab subset 3 - 4844 - -

(Canada’s Research and Education Network [33]), GlobalNOC (Internet2 at
Global Research Network Operations Center [34]) and PlanetLab [35].

The first three networks are NRENs (National Research and Educational
Networks) with public information about their network topologies (routers and
IP addresses per router interface). Details about the number of routers, the
number of IP addresses and the number of pairs of IP addresses that are aliases
for these network scenarios are presented in Table 1. The table also shows the
‘Aliases percentage’ defined as the percentage of pairs of IP addresses that are
aliases, compared to the total number of pairs of IP addresses in each network
scenario. In the table, not-available data are represented with a dash. These
network scenarios were used to verify the accuracy and completeness of the IP
alias resolution techniques.

Those three reference networks are not very large, as observed in Table 1,
but they can be a reference to what would happen in bigger networks. In these
networks, the discovery task is not needed because the actual IP addresses are
already known.

The fourth network is provided by the PlanetLab measurement infrastruc-
ture. PlanetLab offers hundreds of nodes distributed around the world, but this
time there is no information about the real network topology interconnecting
those hosts. Therefore, this network cannot be used to evaluate accuracy or
completeness, but it can be used to analyze efficiency and distributability. The
paris-traceroute was used to discover the IP addresses of routers that inter-
connect three subsets of PlanetLab end-nodes: subset1 with 40 nodes, subset2
with 20 nodes and subset 3 with 56 nodes, distributed around the world. The
paris-traceroutes were performed between each pair of nodes to discover a con-
siderable number of possible aliases for each subset. This network provides a
large topology with core and access routers.

An additional network scenario has been used to analyze router configu-
ration stability on Internet, using the Etomic measurement infrastructure[36].
This infrastructure provides 18 nodes distributed across Europe, where vari-
ous experiments can be launched using specialized hardware: clocks are GPS-
synchronized and network interface cards provide high-precision functionali-
ties. Etomic offers an open repository for which historical data of daily paris-
traceroutes with 2,928 IP addresses is available since 2007. These data were
used in the analysis of router configuration stability.
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4 Evaluation of router configuration stability in the Internet

The creation of extensive router-level Internet maps requires significant time
to perform the Ally-based techniques compared with the RadarGun approach.
Thus, we need to know how long the IP addresses of each interface of a
router (router configuration) remain unchanged. To quantify the maximum
time available to perform IP alias resolution in a certain topology, a char-
acterization of router configuration stability in the Internet is needed. The
aliasing information changes over time as the router configuration change.
The part of the router configuration that matters in alias resolution is the
number of interfaces and the IP addresses assigned per interface. Therefore,
these parameters were analyzed to look for changes over time.

To perform the analysis, Etomic routing data were considered. This database
provides paris-traceroutes between 18 nodes distributed around Europe, run-
ning 3 times per day since 2007. This routing data has been processed to
check for how long the IP addresses of routers appear in a specific path be-
tween source and destination: IP address persistence. IP address persistence
is defined, for a pair of traceroute endpoints, as the time that an IP address
is present in a certain path between a source and a destination. The same IP
address in another path was considered separately. Therefore, if one IP ad-
dress is present in several paths, an IP address persistence will be obtained
per path.

Figure 1 presents the cumulative distribution function (CDF) of IP address
persistence. It shows the probability of having an IP address that will remain
in the system for at least a certain period of time. It can be observed that
many IP addresses remain for quite a long time. Approximately 80% of the IP
addresses remain for at least 200 days. Additionally, it can be observed that
for 90% of the IP addresses the stability time is at least 44 days, and for 99%
of the IP addresses this time is at least 11 days.
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Fig. 1 CDF of IP address persistence in Etomic scenario
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A similar analysis was performed with data obtained from the Internet
Mapping Project [37]. These data were collected from only one host by doing
traceroutes to 8 million IP addresses distributed around the world. It provides
traces spanning 6 months, running once per day. The set of destination IP
addresses analyzed varies each day, so only 129 of the 8 million destination
IP addresses can be observed in all traces. The study was performed for this
subset of destination IP addresses to avoid problems related to the absence of
continuous data for the rest of the destination IP addresses. The results are
shown in Figure 2, again using the CDF of IP address persistence. Persistence
for 90% of the IP addresses was at least 34 days.
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Fig. 2 CDF of IP address persistence in Internet Mapping Project scenario

As a result, the router configuration was considered stable for time inter-
vals up to 30 days. This result is useful when distributing active probing over
several weeks in IP alias resolution techniques and therefore is of great impor-
tance in IP alias resolution techniques with quadratic costs, such as Ally-based
techniques.

5 Performance evaluation of RadarGun and Ally-based techniques

In the following subsections, RadarGun and Ally-based techniques have been
chosen as representative IP alias resolution techniques with linear and quadratic
costs respectively. They are evaluated for various scenarios, taking into account
accuracy, completeness, efficiency and distributability metrics. RadarGun soft-
ware was obtained from its authors’ website, but today that webpage is not
available and the original RadarGun software has been made available at [38].
The rest of the software and the data sets have also been made available at
[38].
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5.1 Accuracy and completeness

We evaluated the RadarGun and Ally-based techniques for accuracy and com-
pleteness for the three well-known networks Geant, Canet4 and GlobalNOC.
For all three, details of the real topology are known, and therefore it is possible
to obtain rates of positives (true positives), negatives (true negatives), false
positives and false negatives as shown in Table 2 for RadarGun and Table 3
for Ally-based techniques. These tables show the IP alias resolution results per
pair of IP addresses with respect to all pairs of IP addresses in each scenario.
The column called ‘Identified’ is the sum of positives and negatives. It indi-
cates the percentage of pairs of IP addresses that have been identified as alias
or non-alias. The column called ‘Aliases’ represents the percentage of positives
with respect to the real number of aliases present in each scenario (positives
were considered with respect to the total number of pairs of IP addresses in
the scenario). This column is another way to evaluate the identification per-
formance. The meaning of columns titled ‘Error’ and ‘Unknown’ is the same
as explained in section 2. Not available data are represented with a dash.
The sum of the columns titled ‘Positives’, ‘Negatives’, ‘Error’ and ‘Unknown’
completes the 100% of occurrences.

The accuracy is shown in the low percentage of false positives and false
negatives (errors in the identification). Ally-based techniques have neither one.
RadarGun has some low percentages of false positives and false negatives,
especially for the Canet4 network, in which false negatives reached 2.74%. The
reasons for these differences between network scenarios are presented later.

The completeness can be observed in the total number of IP address pairs
identified: the sum of positives and negatives (column labeled ‘Identified’).
This time, completeness in the Ally-based techniques clearly outperforms the
results in RadarGun. Moreover, it can be observed that in the Geant and
GlobalNOC networks, RadarGun was almost useless. Although false positive
and false negative rates were low in RadarGun, they are significant compared
to the low identification rates provided as positive and negative aliases.

In Tables 2 and 3, Planetlab scenarios are also shown. For them, there is no
public information about the underlying topology. Therefore, for those scenar-
ios the results for accuracy (false positives and false negatives) and percentage
of real aliases are not available for Ally-based techniques, and in RadarGun
are referenced with those obtained in Ally-based techniques [23]. For Canet4
and PlanetLab, RadarGun results in accuracy and completeness are better
than in the GlobalNOC and Geant scenarios. However, as noted earlier, those
results are clearly worse than those obtained with Ally-based techniques.

These results indicate that, from an accuracy and completeness point of
view, Ally-based techniques provide better identification results. The analyzed
scenarios are real and diverse, and therefore they can be considered repre-
sentative of common network topologies. The reasons for this difference in
performance are discussed in the following subsection.
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Table 2 IP alias resolution percentages by RadarGun

Network Positives Negatives False False Identified Aliases Error Unkwown
positives negatives

Canet4 5.90 35.27 0 2.74 41.17 24.81 58.49 0.34
GlobalNOC 0 0.001 0 0.0006 0.001 0 99.99 0

Geant 0.12 1.50 0.004 0.08 1.62 1.96 98.21 0.17
PlanetLab subset 1 0.055 28.30 0.008 0.002 28.355 - 71.56 0.08
PlanetLab subset 2 0.013 46.76 0.001 0.016 46.773 - 53.18 0.04
PlanetLab subset 3 0.00 15.60 18.11 0.48 15.61 - 84.29 0.00

Table 3 IP aliases resolution percentages by Ally-based techniques

Network Positives Negatives False False Identified Aliases Error Unkwown
positives negatives

Canet4 9.26 48.73 0 0 57.99 38.94 8.12 33.89
GlobalNOC 4.41 42.94 0 0 47.35 51.39 10.15 42.50

Geant 5.11 85.67 0 0 90.78 83.63 0.16 9.06
PlanetLab subset 1 0.11 47.68 - - 47.79 - 3.07 49.14
PlanetLab subset 2 0.09 44.50 - - 44.59 - 4.04 51.37
PlanetLab subset 3 0.40 50.10 - - 50.51 - 15.05 34.44

5.2 The effects of topology size on accuracy and completeness

The size of the topology can have effects on the identification results of IP alias
resolution techniques. The effect of topology size were analyzed for RadarGun
and Ally-based techniques.

By default, RadarGun uses 80 Kbps bandwidth (in the RadarGun authors’
implementation) and 30 rounds to probe all the target IP addresses each round.
The tool allows researchers to manually specify the bandwidth to use, but this
value is hard to optimize and the authors do not provide any rule to find
the right bandwidth value. Using a specific bandwidth means that the time
between probes sent to the same IP addresses increases with the number of IP
addresses to consider. With few IP addresses, the inter-probing time is short,
maybe in the milliseconds order. Some routers can be configured with policy
rules that imply not answering probes from the same source very close in time.
Therefore, identification results can be impaired in small topologies or when
using vantage points with high-speed trunks.

Figure 3 shows identification results (sum of positives and negatives) with
RadarGun in a scenario composed of the aggregation of Geant, Canet4 and
GlobalNOC networks, depending on the number of IP addresses considered.
As expected, if less than 70 addresses are used with the default RadarGun
bandwidth (80 Kbps), some of the response packets are lost and therefore
worse identification results are obtained. The inter-probing time for 70 IP
addresses is 0.3 seconds and for 40 IP addresses is 0.2 seconds. Policy rules
apply in those cases, limiting the number of responses to avoid overhead in the
router or for security reasons. Previous studies have found that inter-probing
times above 0.4 sec avoid this effect [39].
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Fig. 3 Identification results by RadarGun and different topology sizes

Above 400 IP addresses, the identification results in Figure 3 become worse.
In large scenarios, RadarGun has problems related again to the inter-probing
time to the same target IP addresses. The IP addresses have to be probed
in rounds, and the duration of these rounds increases with the number of IP
addresses. If there are a large number of IP addresses to check for aliasing,
inter-probing time for a target IP address can be too long, in the order of
several seconds or even minutes. In those cases, alias resolution using IPIDs
performs poor because of the high variability in the growing profile of IPIDs
in routers [3] and the presence of IPID counter wrapping [22]. Then, the IPID
increments in a router cease to have a linear behavior from the probing van-
tage point of view and the velocity modeling used by RadarGun fails. For
example, in Figure 3, by using a number of IP addresses close to 520, the
aliasing identification values decrease. The inter-probing time in that case is
3.1 seconds. Therefore, with inter-probing time between 0.2 seconds and 3.1
seconds RadarGun provides the best identification results.

As our well-known scenarios are relatively small, this effect can be observed
varying the probing speed in the vantage point used by RadarGun instead of
using the default bandwidth. Reducing the probing speed means increasing
inter-probing time for each target IP address and the commented effect can
be observed. Figure 4 shows the effect of the probing speed in RadarGun for
three different scenarios. Those scenarios are composed od 58, 116 and 944
IP addresses chosen randomly from the aggregation of Geant, Canet4 and
GlobalNOC networks. For a certain scenario (number of IP addresses) and
probing speed, the inter-probing time changes, producing variations in alias
identification (positives and negatives), as shown in Figure 4.

For low probing speeds, identification results are poor because of the pre-
viously explained large inter-probing time. For medium probing speeds, the
results are quite stable. Finally, for high probing speeds, the identification
results become worse again because of the effect of short inter-probing time
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commented on earlier. This last effect does not appear for the curve of 933 IP
addresses because not enough probing speeds were plotted in the figure. With
faster probing speeds, the effect is the same as in the other curves.
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As a conclusion, there are two thresholds in inter-probing time for Radar-
Gun. The first one makes the router not answering in response to probe packets
(probe packets are sent too close) and the second makes the identification pro-
cess useless (probe packets are widely spaced and the IPID-based technique
fails). Both thresholds have been previously figured out from Figure 3 but they
can also be estimated from Figure 4.

The first threshold can be obtained from the curve titled ”116 IP addresses”
in Figure 4. There, the ratio of true positives decreases in a clear step around
270Kbps. Assuming that RadarGun technique uses 64 bytes probe packets
and rounds probing one time each IP address per round, this means that
probes to the same IP address have an inter-probing time of 119IPaddresses∗
64bytes/270Kbps = 0.2 seconds. A similar value is obtained with the curve
titled ”58 IP addresses”.

The second threshold is obtained from the curve titled ”933 IP addresses”
in Figure 4. There, the ratio of true positives grows to a stable good result by
using a probing speed bigger than 150 Kbps. As before, this means an inter-
probing time of 933IPaddresses ∗ 64bytes/150Kbps = 3.1 seconds. A similar
value can be observed on the curve titled ”116 IP addresses” when the probing
speed is more than 20 Kbps.

Therefore, RadarGun should be used with the right inter-probing time
between those temporal thresholds to obtain the best results in IP alias reso-
lution. Those thresholds are approximately 0.2 secs and 3.1 secs. With these
constraints, the probing speed in RadarGun determines the topology size. For
a given bandwidth B in bits per second and a given size of probe packet S in



14 Santiago Garcia-Jimenez et al.

bits, the number of reachable IP addresses in the topology would be:

N = (B ∗ t)/S = (B ∗ t)/(64 ∗ 8) with t∈[0.2,3.1] (1)

For example, this means that with probe packets of 64 bytes in size and a
probing speed of 10 Mbps in the vantage point, RadarGun can operate in a
network scenario with up to 60K IP addresses, but always larger than 4K IP
addresses.

With the default bandwidth of 80Kbps used by RadarGun, applying equa-
tion 1 the number of addresses to probe should be between 32 and 484. This
is the bandwidth used in the previous subsection, and it justifies why the
best results were obtained for Canet4 (103 IP addresses), the reasons for the
poor results obtained with Geant (493 IP addresses) and the very poor results
obtained with GlobalNOC (569 IP addresses). Therefore, knowing and using
equation 1 is necessary to make a good use of RadarGun and similar tools.
It can be used to calculate the bandwidth to use in the RadarGun tool for
a certain topology size. It must be noted that in the original work [19], this
working zone for RadarGun was not identified and here we have demonstrated
its importance.

In Ally-based techniques, the size of the network scenario does not affect
to the identification results. As probing is made per pair of IP addresses, a
larger scenario means a higher number of pairs to check for aliasing, but there
is no loss in quality of the results for the identification. The drawbacks will
appear in the cost/efficiency of this identification, which is analyzed in next
subsection.

5.3 Efficiency

The efficiency metric in IP alias resolution is related to how much probing
traffic is needed and for how long the probing has to be performed to obtain
the best identification results.

RadarGun is better in efficiency, as its probing phase depends linearly on
the number of IP addresses to check for aliasing. Therefore, it is fast and it
introduces a reduced amount of probing traffic in the network. An estima-
tion of consumed resources in the vantage point can be obtained considering
probe packets of 64 bytes in size and 30 packet probes per IP address. This
means a total amount of bytes transmitted R and a total time to perform the
identification T in seconds:

R =N ∗ 64 ∗ 8 ∗ 30 = 15, 360N

T =R/B (2)

For a topology of 5,000 IP addresses and 10 Mbps, this means approximately
7.68 secs.

In Ally-based techniques, the efficiency is conditioned by the need to probe
IP addresses in pairs. This means a cost that grows in quadratic order with the
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number of IP addresses, but that can be reduced applying reduction methods.
In any case, large network scenarios will require prolonged probing phases.
However, this probing phase cannot extend indefinitely because of router con-
figuration changes as analyzed in section 4. The probing phase should not
extend beyond the 30-day period of configuration stability found in routers.

A simulation of the time needed to perform Ally-based resolution has been
made, considering a probing speed of 10 Mbps and different numbers of IP
addresses in the scenario. In this case, 16 probe packets are needed to complete
an alias resolution test over a specific pair of IP addresses [23]. The results
are shown in Figure 5, with and without a reduction method. The chosen
reduction method is IPoffset-based [29]. The figure shows how in 30 days,
58,986 IP addresses can be identified with direct Ally-based resolution, and
180,776 IP addresses can be identified with Ally-based resolution combined
with the IPoffset-based reduction method.
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Fig. 5 Duration of probing phase for Ally-based techniques

Increasing the topology size without exceeding the 30-day time period im-
plies increasing the probing speed. Figure 6 shows the duration of the probing
phase for Ally-based techniques with different probing speeds. This time, there
is not a threshold for the upper probing speed as in RadarGun because prob-
ing is made in pairs of IP addresses. Increasing the probing speed to 100 Mbps
means being able to apply IP alias resolution to 591,212 IP addresses. Addi-
tionally, probe packets can be distributed between different vantage points as
will be presented in next section. The probing speed per vantage point can be
kept unchanged if the number of vantage points is increased.

Therefore, although Ally-based techniques provide the best results in ac-
curacy and completeness, their efficiency is poor, even taking into account re-
duction methods. In the next subsection, distributability will allow researchers
to solve the penalization introduced by the high cost of Ally-based techniques.
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5.4 Spatio-temporal distribution of probing in alias methods

Two types of distributability will be considered for IP alias resolution. First,
distributability in time, defined as the capacity to extend the probing phase
in time to reduce the probing speed. This is important because high probing
speeds can be misinterpreted as a source of network attacks and can even
be blocked by ISPs, especially because the specific targets of this traffic are
ISP routers. Second, distributability in space is defined as the capacity of a
specific aliasing method to be executed from more than one vantage point
simultaneously, to reduce the total time or the probing speed per vantage
point.

In RadarGun, probing is performed in rounds to all target IP addresses.
As discussed in subsection 5.2, this means that inter-probing time to the same
target IP address cannot be extended much to falicitate alias identification
rates. Considering the maximum 3.1 seconds of inter-probing time we discussed
in subsection 5.2, 30 rounds mean approximately 1.5 minutes as the maximum
duration of the probing phase. Therefore, RadarGun is not freely distributable
in time, which could be useful to reduce the probing speed from the vantage
point.

With regard to distributability in space, RadarGun is centralized by design
although it could be extended to support probing from multiple vantage points
(but not easily, because interferences with probing between different vantage
points has to be avoided). In RadarGun, the probing is performed from a
unique vantage point and afterwards it correlates velocity modelling profiles
obtained per IP address. Therefore, clear scalability problems are present in the
tool because limitations will be imposed by the probing speed at the vantage
point. For example, security policies could limit this probing speed. With 10
Mbps at the vantage point, RadarGun could operate in a network scenario
with up to 60K IP addresses (equation 1). MIDAR is supposed to allow several
vantage points while keeping a linear cost, but as exposed in section 2 its results
are very limited currently.
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Ally-based techniques operate over pairs of IP addresses. The probing
and analysis of each pair is performed independently of the others. There-
fore, Ally-based techniques are distributable in nature. These techniques can
be distributable in time, extending the probing phase over large periods of
time. This period should be limited by the estimated configuration stability
in routers, on the order of a month as previously justified.

With regard to distributability in space, Ally-based techniques can be
launched from any number of vantage points simultaneously. Each vantage
point would be in charge of probing a subset of IP address pairs. The only
consideration is to avoid probing the same IP addresses from different vantage
points corresponding to the different pairs, to prevent interference. The iden-
tification results calculated by each vantage point can be finally downloaded
to a central information point. Multiple vantage points will allow reducing the
total time needed to perform the identification or reducing the probing speed
needed per vantage point.

The inefficiency found in Ally-based techniques can thus be compensated
using this distributability in time and space. For example, using Ally-based
techniques from only one vantage point, alias resolution for 60K IP addresses
could be completed using the same bandwidth as RadarGun (10 Mbps) in
168 days. If a bandwidth of 100 Mbps is used instead the identification can
be performed in 53 days. The reduction factor is not 10 times because the
same IP address belonging to different pairs cannot be probed simultaneously,
and this guard period extends the required analysis time significantly. This
duration can also be reduced by the distribution of experiments to more nodes.
If 10 vantage points and 10 Mbps bandwidth per vantage point are used, the
duration of the identification (for the same example network) is 16 days. It
must be noted that limitations on inter-probing time do not apply if probe
packets are sent from different vantage points, because the probe packets will
have different source IP addresses and thus they will not invoke the contention
rules in the routers.

From the point of view of the network operators, great bandwidth utiliza-
tion from a source to various destinations may not mean a security attack,
but high traffic rates from one source to one destination could be observed
as a flood or as a type of denial-of-service (DoS) attack. Therefore, it is also
important to distribute the probing phase between different vantage points. In
Figure 7, the duration of the probing phase in Ally-based techniques is plot-
ted for different numbers of topology size and different numbers of vantage
points (1 to 10). In the Figure, for each number of vantage points the amount
of probing traffic received per router IP address is indicated. Increasing the
number of vantage points linearly reduces the duration of the probing phase.
It also increases the probing speed received per target router IP address, but
this traffic is shared between different source vantage points. Therefore, the
security constraints in the destination subnetwork can be circumvented.
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6 Internet topology map at the router level

There are different projects for Internet mapping and some of them include
IP alias resolution. Mapping all Internet IP addresses is an impossible task,
so the idea of those projects is to apply the mapping over a significant subset.
Depending on the size of this subset, an evaluation of RadarGun and Ally-
based techniques can be provided for an extensive Internet topology map at
the router level. In the case of Ally-based techniques, the number of vantage
points and the duration of the probing phase can be obtained for the specific
problem size.

To estimate the number of IP addresses that the Internet has in its inter-
connection, two different sources of topology data have been used: Scamper [40]
and DIMES [6]. In these studies, only IP addresses belonging to routers have
been considered, removing source and destination IP addresses of traceroutes.
From these data sources, the number of IP addresses cataloged as belonging
to routers are 290,000 in Scamper and 579,236 in DIMES (dated for one en-
tire month in February 2011). These figures are consistent with the number
of subnetworks announced by BGP (Border Gateway Protocol) entries [41].
The DIMES figure will be considered as accurate in this paper, as it presents
a worst-case scenario for the identification process.

In RadarGun, 579,236 IP address can be checked for aliasing using 11.4
Mbps (equation 2, considering 3.1 seconds for inter-probing time). However,
the expected identification results are not very good. In Ally-based techniques,
distributing the identification over a month (the maximum stability time per
router) and using 600 vantage points (Planetlab nodes for example), the prob-
ing speed needed per vantage point would be 1.7 Mbps. This probing speed is
acceptable, and it can be further reduced by increasing the number of vantage
points. In addition, the expected identification results are much better. There-
fore, Ally-based techniques are a good alternative to obtain extensive Internet
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topology maps if the measurement can be extended in time and distributed
between different vantage points.

7 Conclusions

In this paper, we performed an in-depth comparison of RadarGun and Ally-
based techniques the representatives of IP alias resolution techniques with
linear and quadratic costs respectively. Regarding the accuracy and complete-
ness metrics, Ally-based techniques greatly outperform RadarGun for most
network scenarios, using the default parameters in Radargun. In fact, some
limitations have been found with designing measurement campaigns based on
RadarGun, such as those imposed by equation 1 related to the size of the net-
work scenario and the probing bandwidth. For example, in Canet4 (Canada’s
NREN), RadarGun identification is 41.17% and Ally-based identification is
57.99% considering the above mentioned design rules. Not following those de-
sign rules, the identifications obtained for RadarGun are remarkably poorer.
With regard to efficiency in probing traffic, RadarGun is clearly the faster and
lighter. However, it is compensated for by the distributability properties in
Ally-based techniques.

The topology size that can be analyzed by RadarGun has limits, depending
on the probing speed available in the vantage point (unique). For example,
a probing speed of 10 Mbps allows checking for aliasing in up to 60K IP
addresses (equation 1). In Ally-based methods, it is possible to distribute the
probing over time and over different vantage points. The distribution in time is
possible because router configuration can be considered stable in time periods
of approximately a month. The distribution in space (several vantage points)
is possible because the probing is made per pair of IP addresses. Subsets of
IP address pairs can be distributed to different vantage points. Therefore, the
overhead of Ally-based techniques can be compensated for.

Extensive Internet topology maps are, therefore, approachable with Ally-
based techniques using their possibilities of distribution in time and space,
resulting in better alias identifications ratios than with RadarGun. Future
work can be related to the analysis of alias identification depending on the
type of router, core or access, and therefore, depending on its location in
number of hops from the vantage points.
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