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ABSTRACT

To exposenetwork characteastics by active/passve measurerants,measuing sometiming issuessuchasone-way delay

oneway queuing delay andinter-paclettime is essentialandis conductedby time-stampiig for packetspassinghrough
anobsenration point. However, emeging high-speednetworks requirevery high predsion of time-stampingfar beyond
thepredsion of corventionalsoftware-lasedime-stamjng systemsuchas’tcpdumpg. For examge, theinter-padkettime

of two consecutie 64-byte length packetson a gigabit link canbe lessthan0.00L msec. In this paper to demorstrate
the usefulnes@ndstrongnecessityof precisetime-stamjng on high-spgeedlinks, experimentsof network measurerants
over a nationwide IPv6 testbedin Japanhave beenperformed, using a hardware-basedime-stampingsystemthat can
synchpnizeto GPSwith a high resolutionof 0.0001 msecandwithin a smallerrar of 0.00B msec.In our experiments,
several interestingresultsare seen,e.g.,i) the distribution of one-way quauing delay exhibits a consideable differerce
depenlingonthesizeandthetype (UDP/ICMP)of paclets;ii) theminimaloneway delaysfor various sizesof UDP/ICMP
pacletsgive anaccuratesstimateof the transmissiordelayandthe propagationdelay;iii) the correlationbetweeninter-

paclet timesat the senderandthe recever sidesin a sequencef TCP ACK pacletsclearly shawvs the degree of ACK

compession;iv) the inter-packet time in a UDP streamgeneratedy a DV streamingapplication shavs threedomirant
sendingratesanda very rarepeakrate,which might provide crucialinformationto bardwidth dimersioning;all of which

would indicatethe usefulnssof precisetime-stamjng.
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1. INTRODUCTION

Sincethe Intemet hasalreadybecomean indispasableinfrastricture for socialand econonic actities, it needsto be
opeatedin areliableandefficientway, andthusshouldbe measurhle in termsof its chalcteristics Whatto be measurd
would be classifiedinto two typesof characteristicsoneis the quality (suchas perfomance)of individual end-teend
comnunicatiors over anetwork, andtheotheris thecondtion of thenetwork itself, whichincludeslocal statesof network-
internd portionsandglobd behaviors of traffic flows over the network. Knowledge of both typesof chalcteristicss of
practicalimportarce not only for reliable, efficient and QoS-avarenetwork operdions (in a staticor a dynanic way) but
alsofor researctanddevelopmentfor new network techrologies,which needundestandinghehidden natureof networks.

In orderto exposesuchnetwork characteistics by active and/orpassie measurments,measuringsometiming issues
suchasRTT (round-trip-time), oneway delay one-way queuirg delay andinter-paclet time (the time interval between
consective paclets on a traffic flow) is essentialandis condwcted by time-stamjng, thatis, recordng the time of a
pacletpassinghrough anobsenation point with the headeand/a contens of the paclet (or someinformationto identify
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the paclet). However, emeging high-speednetworks requirevery high precisionof time-stampig. For exanple, the
inter-packet time of two consecutie 64-byte lengthpacletson a giga-bit link canbe lessthan0.00L msec(abaut 0.0005
msec) andthe maximum queung delayexpeliencedata 50-Kbyte (50 paclketsof 1000 bytes)lengthoutput bufferonaten
gigabit link is abou 0.04nsec,both of which arefar beyond the precisionof corventional softwarebasedime-stampig
systemssuchas’tcpdump’.

Therearetwo kindsof errasin time-stamping Oneis theerrorderived from theinaccuacy andimprecisionof clocks,
e.g.,resolution, offset, skew, or drift. The otheris the differencebetweenthe exactinstanceof packet arriving andthe
instanceof referiing andrecoding thetime by the clock, thatis, processinglelayin a time-stampig system.Theimpact
of thoseerrasto thefinal resultsdepenisonwhatwe would like to measue: RTT, one-way delay oneway queuing delay
or inter-packettime. In fact,the one-way delayexperiencedon a pathfrom point A to point B is measure@sadiffererce
betweerthe time of a paclet arriving at A by the clock of A andthetime of the paclet arriving at B by the clock of B,
andthus,the absolutevalueof measureaneway delayis meaningessunlessthe offsetbetweerntwo clocksis negligible.
To eliminatesuchan offset, two clock shoud accuately synchronizeto somecomnon precisetime sourcesuchasGPS
(Globd Positionirg System).On the otherhand sinceone-way queung delayfrom A to B is estimatedasa differerce
betweertheeachvaluein measuedoneway delaysfrom A to B andthe minimal value in them,accurag of theestimation
strondy depemlsontheskew (anddrift) betweenwo clocks at A andB, regaidlessof the clock offset.

In geneal, unfortunately the corventionalsoftware-tasedime-stamjng systemsuchas’tcpdump onanoff-the-shelf
PC (whoseclockis usuallybasedn anunstablecrystaloscillator)would beinsufficient in accurag of the time-stampig
onhigh-speedlinks. For examge, we previously evaluatedheaccuacy of oneway queung delaysmeasuredby ' tcpdumpg
(afterremoving clock skew betweertwo measurema PCsby somecalibrationalgoiithm) by compringwith theoneway
gueung delaysmeasuredyy a hardwarebasedpassie monitaring device having the time-stampingfunction by a very
stable(vely little skewed) clock with 0.05 msecresolution.! In the experiment,we found the errars in one-way queuiry
delaysmeasuredy 'tcpdump’ werelikely to be lessthan 0.3 msec,which might comefrom the residu& skew andthe
variation of processinglelaysin two PCs.

We shouldnotethatsomestudyproposedanapprachto predsetime-stampig ontwo off-the-shelfPCswithout GPS,
by usinga hardwareregistercountirg CPUcycles? This apprach,however, focuseson accuately calibratingclock skew,
but not clock offset. In addition, errorsfrom the variation of processingdelays in PCsstill remain Someother study
pointed out the limitation of off-the-shelfPCbasedmeasuremntsystemsor network bandvidth estimation?

In thispapertherebre,to demorstratetheusefulnssandstrongnecessityf thehardvare-baseg@recisgime-stampig
on high-speedinks cornveying high-speedapplication traffic, experimentsof network measuremeds over a nation-wide
IPv6 testbedarecondicted. We employ the High-speé IP Meter (HIM), a hardware-basedime-stamg systemdevel-
opedby KDDI R&D Labordories,Inc. andHitachi Ltd., which cansynchonizeto UTC (Universal Time) by usingGPS
recever with a high resolutionof 0.0001 msec(100nanosec)andwithin asmallerrorof 0.0003 msec* A HIM captures
eachpaclet (afterbeingfilteredby someconfiguablerules)onagiga-bit etherretlink, andsendsacopy of the pacletwith
a64-bit accuratdime-stampembededin ajumbo frameof etherneto a storagePC connetedvia ethernet Furthernore,
if a HIM fails to synchonizeto GPS,the de-syrthroniang and re-syrchrorizing timeswill be recodedto ensurethe
integrity of the measued data. The storagePC storesthe paclket information in the tcpdunp-conpatible format, which
allows usto employ tcpdunp anda variety of tcpdunp-conpatibletoolsin off-line visualizationandanalysis.For paclket
captuing, a HIM canbe opaatedeitherin pass-thragh mode(in which the original paclets passingthrough the HIM
aremeasurejlor in mirroring mode (in which the copiesof the original pacletsfed by a mirror port of a switch/rouer
aremeasurejl Note that, preciselyspeakingthetime-stampby HIM refers to the arrival time of the lastbit in a paclet,
although somestandard (e.g.,RFC2679) requirethe ability of time-stampreferring to the arrival timesof both the first
bit andthelastbit.

Several studieson network measurerantsusingaccurateand precisetime-stampinghave alreadybeenrepoted, es-
pecially by usinga DAG measuementcard which is a specialpurpcsenetwork interfacecard (NIC) with accurateime-
stampinghatcansynchramizeto GPS%2 For example ahighly accuratepacket proving experimentwascondicted which
wasappliedto bottlene& bardwidth estimationbasedon preciseone-way delaymeasurerant? Along this line, we repat
our expelimenton network charactestics measuementsrequiing the precisetime-stampingon an IPv6 ervironmentin
Japarasdescribedn Sect.2. Unlike the studiespreviously repated, our focushereis on demastratingthe usefulnesef
precisetime-stamjng on high-speedinks insteadof on developing a specificmeasuementmethodfor a specificnetwork
charactestic. Thus, our experimentsare covering all of the threebasictypesof time-stamjng relatedmeasurerants,



i.e.,one-way delay one-way queung delay andinter-paclet time, wheresomeinterestingresultsareseenasdescribedn
Section3. Finally Sect.4 corcludesthis work.

2. MEASUREMENT ENVIRONMENT

To exposenetwork charateristicsby measuringsometiming issuessuchasoneway delay oneway queuirg delay and
inter-packettime, we settletwo High-speedP Meter(HIM) on giga-Iit ethernetinks nearto bothends of a pathbetween
obsenation points 1 (Kitakyushu)and 2 (Tokyo), which traversesa nation-wide IPv6 testbedon JGN (JapanGigabit
Network) * in Japan,

Figure 1 shavs the whole path configuration. The path consistsof five highperfomancecore routers (Hitachi and
Junipej andvarioushigh-speedlinks of 100base-X, 1000 base-SXOC-3/ATM, andOC-12/ATM, andis, ontheaverag,
lightly loadel by traffic in someotherexperimentson the testbed.In the detailedconfiguationsof two pointsillustrated
in the right-hand side of Fig. 1, “Traffic Generatdr is a PC for sending/eceving the targetedtraffic, on which ping6
command,iperf command T andDVTS? (Digital Video TrarsportSystem,an IEEE 1394 digital-video format streaming
application)'® arerunring. Obsenation point 1 and2 arethe sendesside andthe recever-side, respectiely. “IPmeter”
representsa maincompament (which measureshe targetedtraffic) of a HIM with GPSantenm and a storagePC asa
sub-canporentfor storingthe measurediata. “TCPDUMP” meansa PC for perfoming “tcpdump” just to confirmthe
(in)acarag of time-stampig performedby tcpdunp. In the next section,however, we will omit shaving the resultsof
tcpdump measurerants. The resultsdefinitely indicatethattcpdumnp on an off-the-shelfPC s not suitablefor measurig
timing issueson high-speedinks, eventhouch the PCis a high-performancePentiummachineoperatedy FreeBSDOS,
dueto theerrois thatmight bea 0.1 msecorde.
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Figure 1. Pathconfigurationbetweertwo obsenation points.

We conductthreetypesof measuremantsasfollows.

¢ Measuringone-way delayfor various sizesof UDP andICMP pacletsby usingiperf command for sendimg/receving
UDP pacletsandpingé command for sendingreceving ICMP echopaclets. The arrival timesof eachUDP/ICMP
pacletobsenedby two HIMs at point1 andpoint 2 aregattered,andthe oneway delayof the pacletis calculated
Fromthemeasuredqabsolutepne-way delayswe estimateoneway quealing delayasa differencebetweertheeach
valuein measureane-way delaysandthe minimd valuein them.

*http://wwwjgn.nict.go.jp/english/inde E.html
Thttp://dast.nlannet/Projects/Iperf/
thitp://www.sfc.wide.ad.jp/M TS/index.html



Note thata UDP paclet consistf 40-byte IPv6 header(without ary option), 8-byte UDP heade, andthe payload
Similarly, an ICMP paclet corsistsof 40-byte IPv6 heacr, 8-byte ICMP heade, andthe payload The payloa
lengthvariesfrom 100 to 1400 bytes. For UDP paclets,while the streamwith small 100 byte payloadis sentat a
highrateof 1 Mb/s from point 1 to point 2, the streamswith otherpayloadsizesaresentat a moderaterate of 100
Kb/s. For ICMP paclets,oneechorequesipacletis sentper0.1 sec(i.e., 10 pps)for 1000 secondsandflies from
point1 to point 2, andthenthe corresponéhg echoreply pacletflies from point2 to point 1.

e Measuringinter-paclet time for a bi-directional TCP paclet streamas an elasticdatatransfergeneatedby iperf

commarml. The IP paclet size of the forward stream(the sequene of TCP datapaclets)is mainly equalto 1488
bytes,while that of the backward stream(the sequencef TCP ACK pacletswithout data)is alwaysequalto 60
bytes(40-byte IPv6 header 20-byte TCP heade).

e Measuringinter-peckettime for a uni-directiond UDP paclet streamgeneatedby DVTS. ThelP paclet sizeof the

streamis likely equa to 1354 bytesbut sometime$40 bytes.

3. EXPERIMENTAL RESULTS

3.1. One-way delay for UDP/ICMP packets
We shaw theresultsof oneway delaymeasurerantsfor varioussizesof UDP andICMP paclets.
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Figure 2. Survival distribution of one-way queuingdelayof UDP andEchorequest.



Table 1. Mean standardieviation, and99-tile of one-way queuingdelayof UDP andEchorequestwith the bit andpacletrates.

size/ type | bitrate[b/s] | pacletrate[pps] | mean[msec] | stder [msec]| 99-tile [msec]
148udp 105K 1300 | 0.03& 0.042 0.2
148icmp6 12K 10 | 0.03® 0.038 0.10
548udp 107K 27 | 0.05%4 0.0748 0.410
548icmp6 44K 10 | 0.058 0.082 0.4
948udp 106K 15 | 0.062 0.08%6 0.43
948icmp6 76K 10 | 0.08% 0.114 0.48
1448/udp 104K 9 | 0.0664 0.082 0.43%
1448/icmp6 116K 10 | 0.08® 0.111 0.4%

First, thedistributionsof one-way queuirg delaysareexamired. Thetop left, top right, bottam left, andbottomright of
Fig. 2 show the sunival distributions of one-way queuing delayof UDP andICMP echorequesipacletswith paylcad of
100, 500,900, and14Q bytes,respectidly. Tablel shavsthe mean standardieviation, and99-percetile of the oneway
gueung delaywith the bit andpaclet rates. Thoseresultsindicatethatthe distribution of one-way queuirg delayexhibits
a corsiderabledifferencedepenling onthe sizeandthe type (UDP/ICMP) of paclets. For exanple, we canseethe paclet
sizedepenéncein queung delayof UDP streamsf 148 byte and548 (or more) byte paclets, wherethe delay clearly
increasessthe pacletsizeincreasesalthowghthebit rateof 148 bytepacletsis tentimeslargerthanthatof 548 (or more)
byte paclets. In addition we alsoseethe paclet type depemlencein the quauing delayof UDP andICMP streamaf 148
byte, 548 byte, 948 byte,and 1448 byte paclets. On onehand,the meanvaluesof the queung delayof UDP andICMP
streamf 148 byte pacletsarerelatively close,althoud the bit rateof UDP streamis a hundedtimeslargerthanthat of
ICMP stream.On the otherhand the ICMP streamof 548 (or more)byte packetsseemso experiencea longer queuiry
delaycompaed with the UDP streamof the samesize paclets,althoudh the bit andpaclet ratesof the ICMP streamare
lower than or neaely equa to thoseof the UDP stream. Although we suspecthat theremay exist a differencein the
gueung processn someroutersdeperling not only on the size but alsothe type of paclets, furtherinvestigaion should
berequird.

Next, the minimal oneway delaysfor various sizesof UDP/ICMP pacletsareexamined. Figure3 shavs the minimal
oneway delaysfor various sizesof pacletsform a clearstraightline, from which the transmissiordelay(proportional to
thesizeof a paclet) andthe propajationdelay(independen of the sizeof a paclet) canbe preciselyestimated Sincethey
reflectthe path-intenal structure(theformer is relatedwith link bandwvidth of eachlink andthelatteris mainly affectedby
the physicaldistanceof eachlink), the precisetime-stampig might be usefulfor detectingroute changsor hiddenstore-
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Figure 3. Minimal one-way delaysfor varioussizesof UDP and Echorequestpaclets on the forward path andthoseof Echoreply
pacletsonthebackward path.



andforwarddevices.For exanple, in Fig. 3, while thelinesproduwcedby UDP andICMP echorequest on theforward path
arealmostconsistenttheline by ICMP echoreply onthe backwardpathhasthe sameincline but is shiftedin parallelwith
anoffsetof abou 0.06 msec. This, atleast,implies someasymmetrigproperty relatedwith the propagation delayof the
paths.

3.2. Inter-packet timefor a bi-directional TCP packet stream

We measurehetime interval of eachpair of consective paclketsin onedirectionatthe sendesideandthatattherecever
side,andcomparethem.

Theleft-hard sideof Fig. 4 shavs the distributions of inter-padet time for a TCP data(forward) streamat the sender
andthe recever sides. The shortest inter-packet time of TCP datapacletsis about0.12 msec,which is mostdominant
(more than60 %) at the senderside This might comefrom consecutie 1488-byte paclets at the maximum rate of 98
Mb/s correspondiry to the backio-backpaclets sentfrom aninterface of 100 base-TX.The next shortestanddomirant
inter-packet time at the senderssideis abou 0.2 msec. Thesetwo domirantinter-padet times, at least,imply the bursty
natureof TCP datasendingmechaism.

The right-handside of Fig. 4 shaws the correlation betweeninter-paclet times at the senderandthe recever sides.
Apart from the caseof backto-badk pacletsthathave aninitial inter-paclet time lessthan0.2 msecat the senderside, it
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Figure4. Inter-paclettime for a TCP datastreamat the sendersideandtherecever-side.
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canbe seenthatthe inter-packet time of two sendingpacletstendsto increaseor decreasén a degreeof 0.1 msecatthe
recever-side. Theincremen andthedecementmightimply thatsomepacletsarelik ely to experienceanadditionad delay
of 0.1 msec.

The left-hand side of Fig. 5 shavs the distributions of inter-packet time for a TCP ACK (backvard) streamat the
senderlndtherecever sides while theright-handsideshavs the correlationbetweerinter-paclet timesat the senderand
therecever sides.Fromthesefigures,theinter-paclettime of TCP ACK streamatthedatarecever (i.e.,the ACK sendey
islikely to be0.2, 0.4, 0.6, or 0.8 msec.Onepossiblescenarids thattheinter-arrival time of TCP dataatthereceverside
TCP stackwould be 0.2 msec(althowgh the mostdominant inter-paclet time of TCP dataat the receverside network is
0.12 msecasshowvn in Fig. 4), andthereceizer TCPwould sendbackan ACK evely one,two, three,or four datapaclets
receved. Onthe othe hand at the datasenderi.e., the ACK recever), morethan5% of TCP ACK pacletshave vely
shortinter-packettimes(lessthan0.01 msec)which clearlyindicatesthe degree of ACK compession.

3.3. Inter-packet timefor a uni-directional UDP packet stream by a DV application

Figure6 shaws the distributions of inter-paclet time in a UDP streamat the senderandthe recever sides,generatedy
a DV streamingapplication At the sendesside, the inter-paclet time of 0.37, 0.25, and0.5 msecsthatis, threelevels
of sendingrates(29 Mb/s, 43 Mb/s, and 22 Mb/s), are significantly domnant. The sub-figure within Fig. 6 shavs the
distribution of very few pacletswith nearly peakrates,which indicaes that the peakrate of 98 Mb/s (limited by the
senders network interface)rarely appears.To know abaut suchpropertiesof the sendingrate of high-speedapplicdions
might provide crudal informationto bandwidh dimersioning.
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Figure6. Inter-paclettime for aDV streamingapplicationat the sendessideandtherecever-side.

4. CONCLUSION

We corductedexperimentson network chamcteristicomeasurerantsusinga hardware-basegrecisetime-stamjng system,
which coud synctronizeto GPSwith a high resolutionof 0.0001 msecandwithin asmallerrorof 0.00B msec.

Fromthemeasueddata,severalinterestingresultswereobtainel: i) thedistribution of oneway queuirg delayexhibits
aconsideabledifferencedeendingon the sizeandthe type (UDP/ICMP) of paclets;ii) the minimal one-way delaysfor
varioussizesof UDP/ICMP pacletscouldgive anaccurateestimateof thetransmissiordelay(proportional to thesizeof a
paclet) andthe propagationdelay(independen of thesizeof a packet), which might be usefulfor detectirg routechanges
or hiddenstore-aneforward devices;iii) the corrdation betweeninter-paclet timesat the senderandthe recever sidesin
a TCP datastreamindicatedthe bursty natureof TCP datasendig mechaism, andthe correlation betweeninter-packet
timesat the senderandtherecever sidesin a TCP ACK streamclearly shavedthe degree of ACK compeession;iv) the
distribution of inter-packettimein a UDP streamgeneatedby a DV streamingapplication atthe sendersideindicatedthat



threelevels of sendingrates(29 Mb/s, 43 Mb/s, and22 Mb/s) were comgetely dominant, andthe peakrate of 98 Mb/s
(limited by the sendels network interface)rarely appared.

Althoughthefurtherinvestigationon theseresultsremainsat thistime, they would, atleast,indicatetheusefulressand
strongnecessityf precisetime-stamjng with highresoluion oncurrert andfuture high-speedinks corveying high-speed
application traffic.
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