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ABSTRACT
Topology discovery and alias resolution techniques provide
a way to obtain IP-level maps with the only collaboration of
known behaviors of routers. There is no public information
about network topology of Internet Service Providers and
other Autonomous Systems. A lot of effort has been made in
discovering new kinds of alias resolution techniques, but not
in comparing and studying alias resolution with periodical
measurements in the same network for extensive periods of
time. The results show values close to 300 days for the time
that the same IP interfaces remain in the same router for the
94% of the cases. It means that alias resolution techniques
can be distributed in long periods of time without loss of
accuracy or reliability.

Categories and Subject Descriptors
C.2.1 [COMPUTER-COMMUNICATION
NETWORKS]: Network Architecture and Design—Net-
work topology

Keywords
Alias resolution, Internet measurements, topology discovery

1. INTRODUCTION
A considerable effort about alias resolution and topology

discovery issues has been performed over the last years. An
IP-level topology map is useful to analyze network param-
eters like delay and congestion, and in tasks related with
protocols optimization. Some tasks can be substantially
improved thanks to the knowledge of an Internet topol-
ogy at IP-level. For example, networks simulators can use
a closer to reality topology instead of the common math-
based topologies used nowadays [8]. Some tasks related to
geo-location could improve their accuracy thanks to the con-
straints obtained by this kind of Internet maps [13]. Each
ser of IP addresses that belong to the same router will share
the same physical location and this means extra constraints
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that help on improve geo-location of IP addresses in the
Internet. Applications related with P2P protocols, neight-
bours location [24] and following denial of service the their
source [6] need this kind of maps.

The procedure to obtain the IP-level topology can be di-
vided in two main phases: IP addresses discovery phase and
alias resolution phase. Thanks to the first phase, the dif-
ferent IP addresses that conform the computer network un-
der analysis are obtained. This phase also provides the hop
number of each IP address in the different paths. The hop
number is useful in order to know which IP addresses are
before others in the different paths. This first phase can
be performed by using the traceroute tool or Record-Route
based tests. In spite of the advances made in this phase,
the main idea is still the same, trying to obtain the maxi-
mum number of paths from a large number of vantage points
(probing nodes from where active measurements are made).

One interesting system that performs this kind of mea-
surements is the Internet Mapping Project [1]. In this project,
thousands of traceroute measurements have been performed
from a unique vantage point. In DIMES [22], personal com-
puters of anonymous Internet users are used as vantage points
to make all the measurements. In order to avoid the per-
flow load balancing effect on the traffic that pass through
the routers, tools like Paris-traceroute [5] have been devel-
oped. This tool ensures that all probing packets are seen to
be part of the same flow. The routers which a per-flow load
balancing send all these packets to the same next hop, mak-
ing all the packets to follow the same path. The final result
obtained in the discovery phase is a set of IP addresses and
their hop numbers in the different paths where they appear.
Thanks to those hop numbers the links between the differ-
ent IP addresses can be obtained by using their adjacency
relation in the different paths.

The IP alias resolution phase is used to join the IP ad-
dresses that belong to the same router and that are called
alias. So, all the IP addresses obtained in the previous phase
are used as input of this phase. This resolution phase is
performed by one or more alias resolution techniques. The
different techniques will classify each pair of IP addresses as
alias or non-alias.

The majority of studies about network topologies have
been performed by using a large number of traceroutes or
Paris-traceroute tests around the network without the pro-
cess of alias resolution. It is the case of Internet Mapping
Project, the Opte project [4] and DIMES. Other network
topology studies include alias resolution processing in the
measurements. For example, in [14] comparisons between
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two alias resolution techniques are provided using several
scenarios. The rest of studies are focused mainly on provid-
ing new IP alias resolution techniques.
Despite all the previously performed stuies, there are not

topology discovering measurements analyzing the same net-
work for a long time term. For example, there are not studies
about the time that the aliases keep unchanged in real net-
works. This characteristic could be very useful in order to
know how much time can be used in probing the network
without having any change in aliases.
This characteristic will be called alias stabillity and it is

very important to evaluate if IP aliases techniques with bet-
ter identification but longer and heavier probing require-
ments an be viable.
The only related long term studies on the Internet analyze

the stability of different paths by using traceroute or Paris-
traceroute probing [26]. The results provided by this kind of
studies are closely related with load-balancing issues and the
different paths obtained between the vantage points. These
measurements do not show the time when an IP address is
reachable (measurements using the same source-destination
vantage points can obtain different IP addresses for the same
hop, but this does not mean that the router at this hop
has changed) and they also do not show the time that the
different alias could last on the network.
In order to solve this lack of studies on a large space of

time, the purpose of this paper is to know the behavior of
IP Internet alias over extensive periods of time on the same
network. To perform the measurements campaigns the most
relevant alias resolution techniques have been used to obtain
the aliases using as vantage points the ETOMIC [18] mea-
surements infrastructure. The period under analysis started
the 22nd of February 2011 and lasted for 530 days.
The paper is structured as follows. In section 2 a review

of known alias resolution techniques is presented. Section 3
presents the network scenarios used to perform the study. In
section 4, the data acquisition and measurement processes
are explained. In section 5, the results obtained in this long-
term alias resolution study are discussed and, finally, the
conclusions are presented in section 6.

2. STATE OF THE ART
As stated above, IP-level topology discovery process can

be divided in two main phases: IP addresses discovery phase
and alias resolution phase.
The first one can be performed using traceroute like mea-

surements [11]. The traceroute provides IP addresses and
links in the path between one vantage point and one des-
tination. In order to avoid load balancing problems in this
phase, Paris-traceroute [5] provides a way to make all dif-
ferent packets belonging to the same measurement round
to follow the same path. This is achieved keeping constant
some of the fields of the IP header and higher levels headers.
The routers use these fields to know if two different packets
belong to the same UDP/TCP flow.
To perform the second phase, different kinds of strategies

have been developed in order to obtain the IP addresses
that belong to the same router. Mercator [20], Ally [25],
TraceNET [17], PalmTree [21], Radargun [3], Midar [15],
Prespecified timestamp [23] and Ally-based [10] are the main
techniques used in alias resolution and we will explain them
briefly.

Mercator is based on the source IP address of the port un-
reachable ICMP packets. Two UDP probe packets sent to
two different target IP addresses at random ports will gen-
erate port unreachable ICMP packets with the same source
IP address if both target IP addresses belong to the same
router.

The Ally technique [25] is based on sending three UDP
probe packets to two target IP addresses in order to get the
port unreachable ICMP answers from both IP addresses and
study the IP identifier field (IPID) of the responses. If the
IPIDs conform an incremental sequence it will mean that
the two IP addresses belong to the same router.

The Ally-based technique [10] uses a different way of send-
ing probe packets with a constant inter-packet time of 0.4
seconds, a higher number of probe packets (20 packets) and
new types of probe packets (ICMP, UDP, TCP and ICMP
timestamp request).

Radargun [3] uses the IPID field as Ally but with linear
cost. This alias resolution technique uses UDP and TCP
probe packets in order to provide an identification from the
IPIDs of the response packets. The sending process is per-
formed in 30 rounds. Each round implies sending one probe
packet to each of the IP addresses from a subset. Therefore,
with this proposal probing is not made for each pair of target
IP addresses and therefore the performance is improved.

Midar [15] performs the so-called sliding window tech-
nique in order to be able to minimize the number of probe
packets and therefore the time to perform the identification.
This technique uses also the IPIDs of the response ICMP
packets, but thanks to the sliding window it is able to per-
form the alias resolution to an Internet-sized network.

The Prespecified timestamp [23] technique uses ICMP
Echo Request probing packets with the prespecified times-
tamp option field of the IP header filled up with the pair of
target IP addresses to be identified. If the two target IP ad-
dresses belong to the same router, the timestamp obtained
in the ICMP Echo Reply packets will be the same.

TraceNET [17] uses indirect and direct probe packets in
order to discover the IP addresses belonging to the two sides
of each link on the different paths. This technique is based
on the idea that usually routers are connected by using direct
links that share the same 30/31 network mask. PalmTree
[21] is based on the same idea but without trying to infer
the IP addresses of each hop.

In order to compare the different alias resolution tech-
niques four main metrics are used: distributability, com-
pleteness, accuracy and efficiency [9]. There is not a perfect
technique, each one has his own characteristics and his own
drawbacks. For example, some of them cannot be easily dis-
tributed, like Radargun, and others can only be done in a
distributed way, like TraceNET.

In a completeness point of view (how many pairs of IP
addresses divided by the total possible pairs can be tagged
as alias or non-alias), the best results are obtained by the
Ally-based technique, but also by giving worse results in
efficiency (the amount of traffic and time used in order to
perform the identification). The Ally-based technique can
only be applied by pairs of IP addresses.

The different techniques can provide false identification
results (accuracy metric is used to measure the error in iden-
tifying aliases). This means that some techniques can offer
an answer for a pair of IP addresses that is not true. This
kind of responses can lead to errors in the inferred network.
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The reason of those false identification results is related to
the behaviors of the different routers and how the different
techniques resolve the alias. For example, as explained in
[9] there is a significant probability of having a monotonic
sequence of few IPIDs for IP addresses that are not alias
and therefore with errors in the identification.
Several network stability studies have been done but mostly

all of them are focused on path stability. In [12] the ex-
perimental measurements are performed for 9 months. In
this study, all the paths obtained remains stable for the
60% of the total measurement time (162 days). Percent-
ages close to 90% of time availability can be seen for 90%
of the paths. Another study [7] presents three different sub-
sets of data retrieved during one month. The 15.3% of the
source-destination hosts in certain subset have more than
10 different paths. In the catalogued as most-representative
scenario, that percentage is 2%. In the scenario tagged as
best-case-scenario the percentage of source-destination host
with more than 10 paths is reduced to 0.06%.
Another interesting study has been done by using DIMES

infrastructure [22]. DIMES has hundreds of vantage points
based on final user PCs with a measuring software installed.
The research in [26] presents a study using a huge number of
vantage points measured for 9 days. Only the 10% of total
paths do not vary from the so-called dominant route (the
path used more often between a pair of source-destination
hosts).
The last related study about topology stability is [16]

where traces from RIPE NCC traceroute database are used.
In the study, traceroute measurements were performed every
40 seconds between 50 vantage points from 1998 to 2001. It
shows that the probability of taking one dominant path has
a mean of 0.13. From the study can be deduced in terms of
stability that every different path obtained from the exper-
iments remain unchanged for at least 10 days.
As shown before, these studies have relation with path

stability or with the percentage of completeness obtained
by different alias resolution techniques. There are no studies
about alias stability, topic on which this paper is focused.

3. MEASUREMENT SCENARIO
In our study, two measurement infrastructures have been

used in order to check for alias stability and performance of
the different alias resolution techniques: ETOMIC [19] and
PlanetLab [2].
ETOMIC provides 48 nodes distributed around Europe

that can be used to make network experiments. This plat-
form has a centralized web interface where different exper-
iments between the nodes can be programmed to be exe-
cuted with exclusive access to the nodes resources. It also
provides a measurement scheduler, so the measurements of
the IP discovery phase can be programmed to be executed
at least once a day.
The resolution phase has more variability and also it re-

quires more measurements. Every day, new IP addresses
could be obtained in the discovery phase. Therefore, the
input of the alias resolution phase can vary each day. This
process is sometimes hard to manage in ETOMIC. Planet-
Lab is used to execute some of the alias resolution techniques
for the alias resolution phase.
PlanetLab provides up to 1024 nodes distributed around

the world fully accessible via SSH. This platform will be
used as a processing and measurement system. Some of the

alias resolution techniques have too high processing costs in
order to be executed only in one host, so this infrastructure
will be used to distribute the measurements and processing.

This distribution will make possible to finish the alias res-
olution process sooner in order to obtain the maximum num-
ber of aliases for the different techniques. From all the 1024
nodes, only 105 nodes were used on the measurements based
on his availability.

The next section explains the way all the experiments have
been performed and how they have been distributed on time
and space.

4. MEASUREMENT PROCESS
The network under study used in this paper is the inter-

connection network between the ETOMIC vantage points
placed in Europe. Those vantage points are used to make
continuous experiments every day to make the IP addresses
discovery phase. When the IP addresses discovery phase is
finished a new alias resolution phase is initiated by using the
IP addresses obtained.

The IP addresses discovering phase is based on Paris-
traceroute and TraceNET tools. Those measurements were
scheduled to be executed every day, one time per day, from
22nd of February 2011 to 6th of August 2012 (a total of 530
days) between the available nodes on ETOMIC. Basically,
the experiments consist on Paris-traceroute and TraceNET
probe packets sent from a selected set of ETOMIC nodes.
The destination of the probing packets are also ETOMIC
nodes. If some ETOMIC node is not available, it will not be
used as source of probing packets, but it will be still used as
destination.

The IP addresses discovery phase is performed in rounds
in each node independently but at the same time. Each
round is composed by sets of 50 Paris-traceroute executions
for each type of ICMP, UDP and TCP probe packets, fol-
lowed by TraceNET executions for each destination node.

The response packets from the Paris-traceroute instances
performed in ETOMIC are also used to feed another alias
resolution technique called Pamplona-traceroute . These re-
sponse packets are ICMP error packets caused by TTL ex-
ceeded in transit. The answer rates and the behavior in the
IPID field of these kinds of response packets are different
from those obtained by using direct probing packets [9].

After the discovery phase, all the data are retrieved to
the same processing point. All the IP addresses obtained by
Paris-traceroute and TraceNET instances and also the alias
obtained by the second one are accessible there. From this
processing point, the alias resolution phase is applied over
the set of discovered IP addresses.

Three of the techniques are executed over the full set
of PlanetLab nodes (Ally, Ally-based and Radargun tech-
niques). All the other techniques are executed only in the
processing point. This processing point is chosen to be a
powerful computer with good network connectivity. Ally
and Ally-based techniques are executed in PlanetLab to dis-
tribute the high load of probing packets. A total of 105
probing nodes from PlanetLab platform have been selected
to perform these alias resolution techniques. The different
pairs of IP addresses are distributed between the probing
nodes that test one pair after the other. The tests are per-
formed ensuring that at the same time two different probing
nodes cannot perform a test to the same IP address. The
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Ally-based technique was modified to send only four packets
per test in order to speed up the resolution of this technique.
Radargun technique was moved to a PlanetLab probing

node because there were differences between the results ob-
tained executing it in PlanetLab and in the processing point,
probable due to security issues in the network of the process-
ing point. The Radargun technique does not provide a good
performance, so this technique is also executed on a Plan-
etLab node. The rest of the techniques (PalmTree, Midar,
Prespecified timestamp and Pamplona-traceroute) are exe-
cuted in the processing point. Midar technique is applied
using the three types of supported probing packets (ICMP,
UDP or TCP) but their results are considered independently
without aggregating them.
The alias resolution techniques, those in the processing

point or distributed around PlanetLab nodes, are executed
one after another.
Each execution waits for the finish of the previous one.

Ally-based has his own treatment because this technique
depends a lot on the number of IP addresses and the number
of accessible PlanetLab for finishing on time. Usually Ally-
based is able to finish the alias resolution in 1 or 2 days, but
in some rare cases the process has taken up to 10 days.
The available data have a starting date of February 22nd

2011 for Ally, Ally-based, Mercator, TraceNET, Radargun
and Pamplona-traceroute, but other techniques were added
later like Prespecified timestamp and PalmTree techniques
added on April 27th 2011, or Midar added on November
11th 2011.

5. RESULTS
After 530 days of measurements in the ETOMIC platform,

a total of 152,324,469 different pairs of IP addresses have
been collected. Only 0.03733 % of those measurements had
incoherences between different alias resolution techniques.
Mercator and Ally techniques have not provided identifi-

cation for any pair of IP addresses. All the results for the
pairs of IP addresses by using these alias resolution tech-
niques have been unknown or error responses. The unknown
result is obtained when all the response packets are received,
but they do not provide valid information in order to decide
an alias resolution (for example, when two IP addresses in-
volved in the alias resolution test respond to all the probing
packets, but both have a random IPIDs generator).
The error result occurs when routers simply does not re-

spond to the probing packets due to packet filtering or rate
control rules. This last case is the main problem in the
Ally alias resolution technique. The strict constraints of the
technique, mainly the one related with sending the first two
packets back-to-back, make some routers to filter at least
one of these packets making the technique useless.
As defined in section 2, the completeness is the percentage

of identified pairs (as alias or non-alias) divided by the num-
ber of possible pairs that can be conformed with the total
number of IP addresses. Figure 1 presents the completeness
obtained by each alias resolution technique between two spe-
cific timestamps. The timestamps of the figure have been
selected in order to provide a time slot where all the different
techniques could be compared. As can be seen in the figure,
the completeness does not vary substantially over the mea-
surement time for each different alias resolution technique.
The best completeness percentages are provided by Ally-

based and Pamplona-traceroute techniques by using UDP
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Figure 1: Historical completeness per alias resolu-
tion technique

and TCP packets in the last one. Completeness is not the
only metric to measure in the alias resolution techniques,
so having a better completeness percentage does not mean
always that the technique will be better. For example, in
the specific case of Ally-based, the measurements needed to
obtain the alias resolution cost much more in time and band-
width than the ones needed with Midar or Mercator tech-
niques because Ally-based measurements have to be done by
pairs of IP addresses.

There is a percentage of incoherences in the results of
the different resolution techniques. The real topology is un-
known, so the accuracy can be measured by the rate of inco-
herences between the different techniques. For each pair, the
verdict of the majority of alias resolution techniques will be
considered the truth and every result that differs from that
will be considered a false alias identification (false alias or
false non-alias). The accuracy measures the number of true
alias identification divided by the total alias identification.
In order to present the false identifications rates, inconsis-
tency metric is defined as 1− accuracy.

Figure 2 presents the inconsistency results provided by
the different alias resolution techniques. There, it can be
observed that the highest incoherence rates are provided by
Ally-based, Radargun and Midar when UDP packets are
used. Generally, the techniques that can identify non-alias
are the ones that provide worse inconsistency results. It
must be taken in account that the percentages of inconsis-
tency are considerable lower than the completeness rates for
the different alias resolution techniques.

It must be noted that some of the alias resolution tech-
niques (PalmTree, TraceNET andMidar) only detect aliases,
so in a comparison between themselves, they will never cause
inconsistency results.

By using all the available techniques and using the verdict
by majority, the total of alias identified has been 81,884,603
pairs of IP addresses. Only the 0.047 % of them has changed
the verdict (from alias to non-alias or viceversa) along all the
measurement campaign.

Figure 3 shows the complementary cumulative density
function for the number of changes in the alias resolution
process during all the measurement time. A change supposes
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that a pair of IP addresses identified as alias or non-alias in
a timestamp changes the verdict in other timestamp.
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Figure 3: CCDF of changes alias/non-alias per pair
of IP addresses

Close to 60% of the pairs of IP addresses catalogued as
alias do not have changes to non-alias during all the mea-
surement campaign by using the result gave by the majority
of the alias resolution techniques (remember that sometimes
different alias resolution techniques offer different results for
the same pairs of IP addresses).
Moreover, close to 80 % of the pairs of IP addresses have

one or non changes in the measurement campaign. By it-
self, these results do not mean that the IP addresses will be
stable for long periods of time, but they will mean that if
a pair of IP addresses is detected as alias it will change to
non-alias with very low probability even in long periods of
time. It must be noted that, in these measurements, we have
not calculated the total time that the pair of IP addresses
remains without change in the alias verdict.
Some assumptions will be made in order to calculate the

stability time of the aliases:

• A pair of IP addresses detected as alias will last being
alias while a non-alias result was seen for the same pair
of IP addresses.

• Each change for a pair of IP addresses from alias to
non-alias will be marked as a stopping point.

• Each change from non-alias to alias will be marked as
a starting point of a new time interval.

• If the first time the pair of IP addresses is catalogued as
alias and it is not preceded by a non-alias the starting
point will be the starting point of the measurement
campaign.

• If the last time the pair of IP addresses is catalogued
as alias and it is not followed by a non-alias the finish-
ing point will be the ending time of the measurement
campaign.

By using the rules stated before, the total time that the
different pairs of IP addresses are alias have been calculated
and it will be called alias time. Figure 4 presents the com-
plementary cumulative density function for the alias time.
Figure 4 shows the alias time, the total time the pairs of IP
addresses has been catalogued as alias during all the mea-
surement campaign.
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Figure 4: CCDF of alias time

According to figure 4, almost every pair of IP addresses in
the measurements catalogued as alias can be shown in this
state at least 300 days of the total measurement campaign.
Moreover, the 80% of alias can be shown in this state for
practically the total time of the measurement campaign.

In order to calculate the time in which an alias can be
seen without changing to other state (non-alias), the mean
of the different time slots where a pair of IP addresses is
catalogued as alias without any change is obtained. This
variable will be called alias stability because it represents
the time an alias is in the system without any change on
its state. In figure 5, the complementary cumulative density
function of alias stability is presented. The figure does not
differ a lot from the figure 4. This is because the majority of
alias do not change their state as it could be seen in figure
3.

9



 0

 0.2

 0.4

 0.6

 0.8

 1

 0  100  200  300  400  500  600

P
(X

<
x
)

Days

Figure 5: CCDF of alias stability

The figure can be visually divided in two zones with a step
in a value close to 250 days. This profile can be explained by
the difference between pairs of IP addresses that do not have
any change and those pairs of IP addresses whose stability
time are formed by more than one segment of time. The
first case corresponds to a pair of IP addresses that belong
always to the same router, and the second case to a pair
of IP addresses that are used in different routers over the
measurement campaign. In figure 5 the total amount of
time is divided by the number of existing segments (spaces
of time when a given pair of IP addresses provide the same
response to alias resolution tests), so the time is reduced
abruptly when a pair of IP addresses has more than one
segment with alias. The step mainly divides those alias with
no changes to non-alias (more than 250 days) and those that
have more than one change (majority of alias with an alias
stability less or equal than 250 days where usually the pair
of IP addresses have been identified as non-alias for a period
of time). Also, the number of changes on aliasing verdict is
very low (figure 3), so the figure 5 only shows this behavior
for a very small amount of the total measures.
Previous results could be the product of having a lot of

time between samples for pairs of IP addresses alias. For
example, if a pair of IP addresses is catalogued as alias in the
first measurement and a new measurement does not appear
until the last one where is catalogued as alias too, the alias
stability is the total measurement campaign time. To be able
to say that the alias stability is right because the alias does
not change, the times between the measurements where the
same IP addresses are catalogued as alias should be small.
In order to verify that the alias stability is distorted by

having too much time between measurements, the time be-
tween every two consecutive alias has been obtained and it is
shown in figure 6. The time between two consecutive alias
results for the same pairs of IP addresses is called inter-
aliasing time. Close to 100% of alias have an inter-aliasing
time less than 10 days. Actually, close to 80% of alias have
an inter-aliasing time of 1 day as can be seen in figure 6.
The long alias stability times observed in figure 5 cannot

be the result of long time with no information about the
different pairs of IP addresses. Usually, in our measurement
campaign, the time between alias resolutions of the same
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Figure 6: CCDF of inter-aliasing time

pair of IP addresses (catalogued as alias or non-alias) is the
same as the time between the different measurements of the
total campaign,that is fixed in 1 day.

In opposite to path stability stated in the different stud-
ies in the state of the art, where the conclusion was that the
traffic sent from a source to a destination uses different path
to reach the destination over time, the alias in Internet are
quite stable. It means that the changes in the path used
to send the traffic are not caused by changes in the routers
themselves, but in links or routing tables. From the mea-
surement campaign, alias stability is around 300 days for a
94% of the total pairs of IP addresses.

6. CONCLUSION
There are variety of techniques to discover IP addresses

and to identify aliases, but when they have to be applied to
an Internet-sized network it is very important to consider
the stability of alias over time.

We have verified that a pair of IP addresses identified as
alias remain as alias for extensive periods of time. This
behavior is important because it means that the alias reso-
lution techniques can be extended over long periods of time
without losing accuracy. The most significant alias resolu-
tion techniques in the state of the art have been analyzed
and the time that the alias remain unchanged is close to 300
days for 94% of the pairs of IP addresses.

Another important conclusion is that the best alias reso-
lution techniques in a completeness point of view are Ally-
based and Pamplona-traceroute techniques. Due to the alias
stability, the completeness obtained by the different tech-
niques almost does not vary over time. The inconsistency
rates are low with rates close to 0.015% of the total number
of pairs of IP addresses.

Current configurations on routers and computer networks
in our European scenario makes useless classic alias resolu-
tion techniques like Ally and Mercator. A further research
could be performed in order to know if they can be used
in other networks scenarios or if they are really obsolete in
current Internet networks.
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